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This is a draft version printed from file: pref.fm on 3/31/04
 Preface
 Read This First
 About This ManualDSP/BIOS gives developers of mainstream applications on TexasInstruments TMS320 DSP devices the ability to develop embedded real-timesoftware. DSP/BIOS provides a small firmware real-time library and easy-to-use tools for real-time tracing and analysis.
 You should read and become familiar with the TMS320 DSP/BIOS APIReference Guide for your platform. The API reference guide is a companionvolume to this user�s guide.
 Before you read this manual, you should follow the "Using DSP/BIOS"lessons in the online Code Composer Studio Tutorial. This manual discussesvarious aspects of DSP/BIOS in depth and assumes that you have at least abasic understanding of other aspects of DSP/BIOS as found in the helpsystems.
 Notational ConventionsThis document uses the following conventions:
 ❏ Program listings, program examples, and interactive displays are shownin a special typeface. Examples use a bold version of thespecial typeface for emphasis; interactive displays use a bold versionof the special typeface to distinguish commands that you enter from itemsthat the system displays (such as prompts, command output, errormessages, etc.).
 Here is a sample program listing:
 Void copy(HST_Obj *input, HST_Obj *output)
 {
 PIP_Obj *in, *out;
 Uns *src, *dst;
 Uns size;
 }
 iii
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Related Documentation From Texas Instruments
 ❏ Square brackets ( [ and ] ) identify an optional parameter. If you use anoptional parameter, you specify the information within the brackets.Unless the square brackets are in a bold typeface, do not enter thebrackets themselves.
 ❏ Throughout this manual, 54 can represent the two-digit numericappropriate to your specific DSP platform. If your DSP platform is C62xbased, substitute 62 each time you see the designation 54. For example,DSP/BIOS assembly language API header files for the C6000 platformwill have a suffix of .h62. For the C2800 platform, the suffix will be .h28.For a C64x, C55x, or C28x DSP platform, substitute 64, 55, or 28 for eachoccurrence of 54. Also, each reference to Code Composer Studio C5000can be substituted with Code Composer Studio C6000 depending onyour DSP platform.
 ❏ Information specific to a particular device is designated with one of thefollowing icons:
 Related Documentation From Texas InstrumentsThe following books describe TMS320 devices and related support tools. Toobtain a copy of any of these TI documents, visit the Texas Instrumentswebsite at www.ti.com.
 TMS320C28x DSP/BIOS API Reference (literature number SPRU625)TMS320C5000 DSP/BIOS API Reference (literature number SPRU404)TMS320C6000 DSP/BIOS API Reference (literature number SPRU403)
 describes the DSP/BIOS API functions, which are alphabetized by name. TheAPI Reference Guide is the companion to this user�s guide.
 DSP/BIOS Textual Configuration (Tconf) User�s Guide (literature numberSPRU007) describes the scripting language used to configure DSP/BIOS ap-plications.
 DSP/BIOS Driver Developer's Guide (literature number SPRU616)describes the IOM model for device driver development and integration intoDSP/BIOS applications.
 Code Composer Studio Online Help provides information about Code Compos-er Studio. The DSP/BIOS section provides step-by-step procedure for usingDSP/BIOS not included in this manual.
 iv
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Related Documentation From Texas Instruments
 Code Composer Studio Online Tutorial introduces the Code Composer Studiointegrated development environment and software tools. Of special interestto DSP/BIOS users are the Using DSP/BIOS lessons.
 TMS320C2000 Assembly Language Tools User's Guide (SPRU513)TMS320C54x Assembly Language Tools User�s Guide (SPRU102)TMS320C55x Assembly Language Tools User�s Guide (SPRU280)TMS320C6000 Assembly Language Tools User's Guide (SPRU186)
 describes the assembly language tools (assembler, linker, and other toolsused to develop assembly language code), assembler directives, macros,common object file format, and symbolic debugging directives for the C5000generation of devices.
 TMS320C2000 Optimizing C/C++ Compiler User's Guide (literature numberSPRU514) describes the C2000 C/C++ compiler and the assembly optimizer.This C/C++ compiler accepts ANSI standard C/C++ source code and produc-es assembly language source code for the C2000 generation of devices. Theassembly optimizer helps you optimize your assembly code.
 TMS320C54x Optimizing C Compiler User�s Guide (literature numberSPRU103) describes the C54x C compiler. This C compiler accepts ANSIstandard C source code and produces TMS320 assembly language sourcecode for the C54x generation of devices.
 TMS320C55x Optimizing C Compiler User�s Guide (literature numberSPRU281) describes the C55x C compiler. This C compiler accepts ANSIstandard C source code and produces TMS320 assembly language sourcecode for the C55x generation of devices.
 TMS320C6000 Optimizing C Compiler User's Guide (literature numberSPRU187) describes the C6000 C/C++ compiler and the assembly optimizer.This C/C++ compiler accepts ANSI standard C/C++ source code and produc-es assembly language source code for the C6000 generation of devices. Theassembly optimizer helps you optimize your assembly code.
 TMS320C55x Programmer's Guide (literature number SPRU376) describesways to optimize C and assembly code for the TMS320C55x DSPs andincludes application program examples.
 TMS320C6000 Programmer's Guide (literature number SPRU189) describesthe C6000 CPU architecture, instruction set, pipeline, and interrupts for thesedigital signal processors.
 Read This First v

Page 6
                        

Related Documentation From Texas Instruments
 TMS320C54x DSP Reference Set, Volume 1: CPU and Peripherals (literaturenumber SPRU131) describes the TMS320C54x 16-bit fixed-point general-purpose digital signal processors. Covered are its architecture, internal registerstructure, data and program addressing, the instruction pipeline, and on-chipperipherals. Also includes development support information, parts lists, anddesign considerations for using the XDS510 emulator.
 TMS320C54x DSP Enhanced Peripherals Ref Set, Vol 5 (literature numberSPRU302) describes the enhanced peripherals available on theTMS320C54x digital signal processors. Includes the multi channel bufferedserial ports (McBSPs), direct memory access (DMA) controller, interprocesorcommunications, and the HPI-8 and HPI-16 host port interfaces.
 TMS320C54x DSP Mnemonic Instruction Set Reference Set Volume 2 (literature number SPRU172) describes the TMS320C54x digital signalprocessor mnemonic instructions individually. Also includes a summary ofinstruction set classes and cycles.
 TMS320C54x DSP Reference Set, Volume 3: Algebraic Instruction Set (literature number SPRU179) describes the TMS320C54x digital signal processor algebraic instructions individually. Also includes a summary of instruction set classes and cycles.
 TMS320C6000 Peripherals Reference Guide (literature number SPRU190) describes common peripherals available on the TMS320C6000 family of digital signal processors. This book includes information on the internal dataand program memories, the external memory interface (EMIF), the host port,multichannel buffered serial ports, direct memory access (DMA), clocking andphase-locked loop (PLL), and the power-down modes.
 Code Composer Studio Application Program Interface (API) ReferenceGuide (literature number SPRU321) describes the Code Composer Studioapplication programming interface, which allows you to program customanalysis tools for Code Composer Studio.
 DSP/BIOS and TMS320C54x Extended Addressing (literature numberSPRA599) provides basic run-time services including real-time analysis func-tions for instrumenting an application, clock and periodic functions, I/O mod-ules, and a preemptive scheduler. It also describes the far model for extendedaddressing, which is available on the TMS320C54x platform.
 TMS320C28x DSP CPU and Instruction Reference Guide (literature numberSPRU430).
 vi
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Related Documentation
 Related DocumentationYou can use the following books to supplement this reference guide:
 The C Programming Language (second edition), by Brian W. Kernighanand Dennis M. Ritchie, published by Prentice-Hall, Englewood Cliffs, NewJersey, 1988
 Programming in C, Kochan, Steve G., Hayden Book Company
 Programming Embedded Systems in C and C++, by Michael Barr, AndyOram (Editor), published by O'Reilly & Associates; ISBN: 1565923545,February 1999
 Real-Time Systems, by Jane W. S. Liu, published by Prentice Hall; ISBN:013099651, June 2000
 Principles of Concurrent and Distributed Programming (Prentice HallInternational Series in Computer Science), by M. Ben-Ari, published byPrentice Hall; ISBN: 013711821X, May 1990
 American National Standard for Information Systems-ProgrammingLanguage C X3.159-1989, American National Standards Institute (ANSIstandard for C); (out of print)
 TrademarksMS-DOS, Windows, and Windows NT are trademarks of MicrosoftCorporation.
 The Texas Instruments logo and Texas Instruments are registeredtrademarks of Texas Instruments. Trademarks of Texas Instruments include:TI, XDS, Code Composer, Code Composer Studio, Probe Point, CodeExplorer, DSP/BIOS, RTDX, Online DSP Lab, BIOSuite, SPOX, TMS320,TMS320C54x, TMS320C55x, TMS320C62x, TMS320C64x, TMS320C67x,TMS320C28x, TMS320C5000, TMS320C6000 and TMS320C2000.
 All other brand or product names are trademarks or registered trademarks oftheir respective companies or organizations.
 Read This First vii
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Chapter 1
 About DSP/BIOS
 DSP/BIOS is a scalable real-time kernel. It is designed to be used byapplications that require real-time scheduling and synchronization, host-to-target communication, or real-time instrumentation. DSP/BIOS providespreemptive multi-threading, hardware abstraction, real-time analysis, andconfiguration tools.
 1.1 DSP/BIOS Features and Benefits . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1-2
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 1.1 DSP/BIOS Features and Benefits
 DSP/BIOS is designed to minimize memory and CPU requirements on thetarget. This design goal is accomplished in the following ways:
 ❏ All DSP/BIOS objects can be configured statically and bound into anexecutable program image. This reduces code size and optimizesinternal data structures.
 ❏ Instrumentation data (such as logs and traces) are formatted on the host.
 ❏ The APIs are modularized so that only those APIs that are used by theprogram need to be bound into the executable program.
 ❏ The library is optimized to require the smallest possible number ofinstruction cycles, with a significant portion implemented in assemblylanguage.
 ❏ Communication between the target and DSP/BIOS analysis tools isperformed within the background idle loop. This ensures that DSP/BIOSanalysis tools do not interfere with the program�s tasks. If the target CPUis too busy to perform background tasks, the DSP/BIOS analysis toolsstop receiving information from the target until the CPU is available.
 ❏ Error checking that would increase memory and CPU requirements hasbeen kept to a minimum. Instead, the API reference documentationspecifies constraints for calling API functions. It is the responsibility of theapplication developer to meet these constraints.
 In addition, the DSP/BIOS API provides many options for programdevelopment:
 ❏ A program can dynamically create and delete objects that are used inspecial situations. The same program can use both objects createddynamically and objects created statically.
 ❏ The threading model provides thread types for a variety of situations.Hardware interrupts, software interrupts, tasks, idle functions, andperiodic functions are all supported. You can control the priorities andblocking characteristics of threads through your choice of thread types.
 ❏ Structures to support communication and synchronization betweenthreads are provided. These include semaphores, mailboxes, andresource locks.
 ❏ Two I/O models are supported for maximum flexibility and power. Pipesare used for target/host communication and to support simple cases inwhich one thread writes to the pipe and another reads from the pipe.Streams are used for more complex I/O and to support device drivers.
 ❏ Low-level system primitives are provided to make it easier to handleerrors, create common data structures, and manage memory usage.
 1-2

Page 21
                        

DSP/BIOS Features and Benefits
 The DSP/BIOS API standardizes DSP programming for a number of TIdevices and provides easy-to-use powerful program development tools.These tools reduce the time required to create DSP programs in the followingways:
 ❏ The Configuration Tool generates code required to statically declareobjects used within the program.
 ❏ The configuration detects errors earlier by validating properties beforethe program is even built.
 ❏ Configurations can be further enhanced using the Tconf scriptinglanguage. Configuration scripts can be modified in a text editor to includebranching, looping, testing of command-line arguments and more.
 ❏ Logging and statistics for DSP/BIOS objects are available at run-timewithout additional programming. Additional instrumentation can beprogrammed as needed.
 ❏ The DSP/BIOS analysis tools allow real-time monitoring of programbehavior.
 ❏ DSP/BIOS provides a standard API. This allows DSP algorithmdevelopers to provide code that can be more easily integrated with otherprogram functions.
 ❏ DSP/BIOS is integrated within the Code Composer Studio IDE, requiresno runtime license fees, and is fully supported by Texas Instruments.DSP/BIOS is a key a component of TI's eXpressDSPTM real-timesoftware technology.
 About DSP/BIOS 1-3
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 1.2 DSP/BIOS Components
 Figure 1-1 shows DSP/BIOS components within the program generation anddebugging environment of Code Composer Studio:
 Figure 1-1. DSP/BIOS Components
 ❏ DSP/BIOS API. On the host PC, you write programs (in C, C++, orassembly) that call DSP/BIOS API functions.
 ❏ DSP/BIOS Configuration. You create a configuration that defines staticobjects to be used in your program. The configuration generates files thatyou compile and link with the program.
 ❏ DSP/BIOS Analysis Tools. These tools in Code Composer Studio letyou test the program on the target device while monitoring CPU load,timing, logs, thread execution, and more. (Thread refers to any thread ofexecution: hardware interrupt, software interrupt, task, or idle function.)
 The sections that follow provide an overview of these DSP/BIOS components.
 TargetHost
 Target hardware
 DSP application program
 D SP
 Code Com poser Studio
 JTAGRTDX
 Code Composer debugger
 DSP/BIOSAnalysis
 ToolsRTDX
 plug-ins3rd partyplug-ins
 cfg.cmdcfg.s54cfg.h54cfg_c.c
 cfg.h.cdb
 Compiler,assembler,
 lnker...
 Codegeneration
 toolsCode Composer project
 .asm.h.c
 Code Composer editor
 source files
 DSP/BIOS API
 OLEapplication
 using RTDX
 DSP/BIOSConfiguration
 executable
 DSP/BIOS
 Host emulation support
 .tcf(configscript)
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 1.2.1 DSP/BIOS Real-Time Kernel and API
 DSP/BIOS is a scalable real-time kernel, designed for applications that requirereal-time scheduling and synchronization, host-to-target communication, orreal-time instrumentation. DSP/BIOS provides preemptive multi-threading,hardware abstraction, real-time analysis, and configuration tools.
 The DSP/BIOS API is divided into modules. Depending on what modules areconfigured and used by the application, the size of DSP/BIOS can range fromabout 500 to 6500 words of code. All the operations within a module beginwith the letter codes shown Figure 1-1.
 Application programs use DSP/BIOS by making calls to the API. AllDSP/BIOS modules provide C-callable interfaces. In addition, some of theAPI modules contain optimized assembly language macros. Most C-callableinterfaces can also be called from assembly language, provided that C callingconventions are followed. Some of the C interfaces are actually C macrosand therefore, cannot be used when called from assembly language. Referto the TMS320 DSP/BIOS API Reference Guide for your platform fordescriptions of the applicable C and assembly languages interfaces for allDSP/BIOS modules.
 Table 1-1. DSP/BIOS Modules
 Module Description
 ATM Atomic functions written in assembly language
 BUF Fixed-length buffer pool manager
 C28, C54, C55, C62, C64 Target-specific functions, platform dependent
 CLK Clock manager
 DEV Device driver interface
 GBL Global setting manager
 GIO General I/O manager
 HOOK Hook function manager
 HST Host channel manager
 HWI Hardware interrupt manager
 IDL Idle function manager
 LCK Resource lock manager
 LOG Event log manager
 MBX Mailbox manager
 MEM Memory segment manager
 PIP Buffered pipe manager
 About DSP/BIOS 1-5
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 1-6
 1.2.2 DSP/BIOS Configuration
 A DSP/BIOS configuration allows you to optimize your application by creatingobjects and setting their properties statically, rather than at run-time. Thisboth improves run-time performance and reduces the application footprint.
 The source file for a configuration is a DSP/BIOS Tconf script, which has afile extension of .tcf. There are two ways to access a DSP/BIOSconfiguration:
 ❏ Graphically. You can open andview scripts with the DSP/BIOSConfiguration Tool. The interfaceis similar to that of the WindowsExplorer. When editing graphically, you create objects in a tree view andset properties using dialogs.
 ❏ Textually. You can edit the text ofthe script using Code ComposerStudio or a separate text editor. Inthis mode, you code the configuration using JavaScript syntax.
 Typically, you might use a combination of these methods. The graphicaleditor is a good way to create the initial configuration. Editing the scripttextually allows you to further enhance the configuration.
 No matter which method you use, you can set a wide range of parametersused by the DSP/BIOS real-time library at run time. The objects you createare used by the application�s DSP/BIOS API calls. These objects includesoftware interrupts, tasks, I/O streams, and event logs.
 PRD Periodic function manager
 PWRM Power manager (C55x only)
 QUE Atomic queue manager
 RTDX Real-time data exchange settings
 SEM Semaphore manager
 SIO Stream I/O manager
 STS Statistics object manager
 SWI Software interrupt manager
 SYS System services manager
 TRC Trace manager
 TSK Multitasking manager
 Module Description
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 Figure 1-2. Configuration Tool Module Tree
 When you save a configuration, the Configuration Tool generates files to beincluded in the project. Using static configuration, DSP/BIOS objects can bepre-configured and bound into an executable program image. Alternately, aDSP/BIOS program can create and delete objects at run time.
 In addition to minimizing the target memory footprint by eliminating run-timecode and optimizing internal data structures, creating static objects detectserrors earlier by validating object properties before program compilation.
 See the DSP/BIOS online help and Section 2.2, Configuring DSP/BIOSApplications Statically, page 2-3, for details.
 About DSP/BIOS 1-7
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 1.2.3 DSP/BIOS Analysis Tools
 The DSP/BIOS analysis tools complement the Code Composer Studioenvironment by enabling real-time program analysis of a DSP/BIOSapplication. You can visually monitor a DSP application as it runs with minimalimpact on the application�s real-time performance. The DSP/BIOS analysistools are found in the DSP/BIOS menu, as shown in Figure 1-3.
 Figure 1-3. DSP/BIOS Menu in Code Composer Studio
 See the DSP/BIOS online help and Chapter 3, Instrumentation for detailsabout individual analysis tools.
 Unlike traditional debugging, which is external to the executing program,program analysis requires the target program contain real-time instrumentationservices. By using DSP/BIOS APIs and objects, developers automaticallyinstrument the target for capturing and uploading real-time information to thehost through the Code Composer Studio DSP/BIOS analysis tools.
 Several broad real-time program analysis capabilities are provided:
 ❏ Program tracing. Displaying events written to target logs, reflectingdynamic control flow during program execution
 ❏ Performance monitoring. Tracking summary statistics that reflect useof target resources, such as processor load and timing
 ❏ File streaming. Binding target-resident I/O objects to host files
 When used in tandem with other debugging capabilities of Code ComposerStudio, the DSP/BIOS real-time analysis tools provide critical views intotarget program behavior during program execution�where traditionaldebugging techniques that stop the target offer little insight. Even after thedebugger halts the program, information already captured by the host withthe DSP/BIOS analysis tools can provide insight into the sequence of eventsthat led up to the current point of execution
 Later in the software development cycle, when regular debugging techniquesbecome ineffective for attacking problems arising from time-dependent
 1-8
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 About DSP/BIOS 1-9
 interactions, the DSP/BIOS analysis tools have an expanded role as thesoftware counterpart of the hardware logic analyzer.
 Figure 1-4 shows several of the DSP/BIOS analysis tools.
 Figure 1-4. Code Composer Studio Analysis Tool Panels
 Figure 1-5 shows the DSP/BIOS analysis tools toolbar, which can be toggledon and off by choosing View→Plug-in Toolbars→DSP/BIOS.
 Figure 1-5. DSP/BIOS Analysis Tools Toolbar
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 1.3 Naming Conventions
 Each DSP/BIOS module has a unique name that is used as a prefix foroperations (functions), header files, and objects for the module. This name iscomprised of 3 or more uppercase alphanumerics.
 Throughout this manual, 54 represents the two-digit numeric appropriate toyour specific DSP platform. If your DSP platform is C6200 based, substitute62 each time you see the designation 54. For example, DSP/BIOS assemblylanguage API header files for the C6000 platform will have a suffix of .h62.For a C5000 DSP platform, substitute either 54 or 55 for each occurrence of54. Also, each reference to Code Composer Studio C5000 can be substitutedwith Code Composer Studio C6000.
 All identifiers beginning with upper-case letters followed by an underscore(XXX_*) should be treated as reserved words.
 1.3.1 Module Header Names
 Each DSP/BIOS module has two header files containing declarations of allconstants, types, and functions made available through that module�sinterface.
 ❏ xxx.h. DSP/BIOS API header files for C programs. Your C source filesshould include std.h and the header files for any modules the C functionsuse.
 ❏ xxx.h54. DSP/BIOS API header files for assembly programs. Assemblysource files should include the xxx.h54 header file for any module theassembly source uses. This file contains macro definitions specific to thisdevice.
 Your program must include the corresponding header for each module usedin a particular program source file. In addition, C source files must includestd.h before any module header files. (See Section 1.3.4, Data Type Names,page 1-12, for more information.) The std.h file contains definitions forstandard types and constants. After including std.h, you can include the otherheader files in any sequence. For example:
 #include <std.h>
 #include <tsk.h>
 #include <sem.h>
 #include <prd.h>
 #include <swi.h>
 1-10
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 DSP/BIOS includes a number of modules that are used internally. Thesemodules are undocumented and subject to change at any time. Header filesfor these internal modules are distributed as part of DSP/BIOS and must bepresent on your system when compiling and linking DSP/BIOS programs.
 1.3.2 Object Names
 System objects that are included in the configuration by default typically havenames beginning with a 3- or 4-letter code for the module that defines or usesthe object. For example, the default configuration includes a LOG objectcalled LOG_system.
 Note:
 Objects you create statically should use a common naming convention ofyour choosing. You might want to use the module name as a suffix in objectnames. For example, a TSK object that encodes data might be calledencoderTsk.
 1.3.3 Operation Names
 The format for a DSP/BIOS API operation name is MOD_action where MODis the letter code for the module that contains the operation, and action is theaction performed by the operation. For example, the SWI_post function isdefined by the SWI module; it posts a software interrupt.
 This implementation of the DSP/BIOS API also includes several built-infunctions that are run by various built-in objects. Here are some examples:
 ❏ CLK_F_isr. Run by an HWI object to provide the low-resolution CLK tick.❏ PRD_F_tick. Run by the PRD_clock CLK object to manage PRD_SWI
 and system tick.❏ PRD_F_swi. Triggered by PRD_tick to run the PRD functions.❏ _KNL_run. Run by the lowest priority SWI object, KNL_swi, to run the
 task scheduler if it is enabled. This is a C function called KNL_run. Anunderscore is used as a prefix because the function is called fromassembly code.
 ❏ _IDL_loop. Run by the lowest priority TSK object, TSK_idle, to run theIDL functions.
 ❏ IDL_F_busy. Run by the IDL_cpuLoad IDL object to compute the currentCPU load.
 ❏ RTA_F_dispatch. Run by the RTA_dispatcher IDL object to gather real-time analysis data.
 About DSP/BIOS 1-11
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 ❏ LNK_F_dataPump. Run by the LNK_dataPump IDL object to managethe transfer of real-time analysis and HST channel data to the host.
 ❏ HWI_unused. Not actually a function name. This string is used in theconfiguration to mark unused HWI objects.
 Note:
 Your program code should not call any built-in functions whose namesbegin with MOD_F_. These functions are intended to be called only asfunction parameters specified in the configuration.
 Symbol names beginning with MOD_ and MOD_F_ (where MOD is any lettercode for a DSP/BIOS module) are reserved for internal use.
 1.3.4 Data Type Names
 The DSP/BIOS API does not explicitly use the fundamental types of C suchas int or char. Instead, to ensure portability to other processors that supportthe DSP/BIOS API, DSP/BIOS defines its own standard data types. In mostcases, the standard DSP/BIOS types are uppercase versions of thecorresponding C types.
 The data types, shown in Table 1-2, are defined in the std.h header file.
 Table 1-2. DSP/BIOS Standard Data Types:
 Additional data types are defined in std.h, but are not used by DSP/BIOSAPIs.
 Type Description
 Arg Type capable of holding both Ptr and Int arguments
 Bool Boolean value
 Char Character value
 Fxn Pointer to a function
 Int Signed integer value
 LgInt Large signed integer value
 LgUns Large unsigned integer value
 Ptr Generic pointer value
 String Zero-terminated (\0) sequence (array) of characters
 Uns Unsigned integer value
 Void Empty type
 1-12
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 In addition, the standard constant NULL (0) is used by DSP/BIOS to signifyan empty pointer value. The constants TRUE (1) and FALSE (0) are used forvalues of type Bool.
 Object structures used by the DSP/BIOS API modules use a namingconvention of MOD_Obj, where MOD is the letter code for the object�smodule. If your program code uses any such objects created in theconfiguration, it should make an extern declaration for the object. Forexample:
 extern LOG_Obj trace;
 The Configuration Tool automatically generates a C header to file thatcontains the appropriate declarations for all DSP/BIOS objects created by theConfiguration Tool (<program>.cfg.h. This file should be included by theapplication�s source files to declare DSP/BIOS objects.
 DSP/BIOS for the C54x platform was originally developed for the 16-bitaddressing model of the early C54x devices. Newer C54x devicesincorporate far extended addressing modes, and DSP/BIOS has beenmodified to work in this environment. See the Application Report, DSP/BIOSand TMS320C54x Extended Addressing, SPRA599, for more information.
 1.3.5 Memory Segment Names
 The memory segment names used by DSP/BIOS are described in Table 1-3.You can change the origin, size, and name of most default memory segmentsin the configuration.
 Table 1-3. Memory Segment Names
 a. C54x Platform
 Segment Description
 IDATA Internal (on-device) data memoryEDATA Primary block of external data memory
 EDATA1 Secondary block of external data memory (not contigu-ous with EDATA)
 IPROG Internal (on-device) program memoryEPROG Primary block of external program memory
 EPROG1 Secondary block of external program memory (not con-tiguous with EPROG)
 USERREGS Page 0 user memory (28 words)BIOSREGS Page 0 reserved registers (4 words)VECT Interrupt vector segment
 About DSP/BIOS 1-13
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 Table 1.3 Memory Segment Names (continued)
 b. C55x Platform
 c. Memory Segment Names, C6000 EVM Platform
 d. Memory Segment Names, C6000 DSK Platform
 e. Memory Segment Names, C2800 DSK Platform
 Segment Description
 IDATA Primary block of data memory
 DATA1 Secondary block of data memory (not contiguous with DATA)
 PROG Program memory
 VECT DSP Interrupt vector table memory segment
 Segment Description
 IPRAM Internal (on-device) program memory
 IDRAM Internal (on-device) data memory
 SBSRAM External SBSRAM on CE0
 SDRAM0 External SDRAM on CE2
 SDRAM1 External SDRAM on CE3
 Segment Description
 SDRAM External SDRAM
 Segment Description
 BOOTROM Boot code memory
 FLASH Internal flash program memory
 VECT Interrupt vector table when VMAP=0
 VECT1 Interrupt vector table when VMAP=1
 OTP One time programmable memory via flash registers
 H0SARAM Internal program RAM
 L0SARAM Internal data RAM
 M1SARAM Internal user and task stack RAM
 1-14

Page 33
                        

Naming Conventions
 1.3.6 Standard Memory Sections
 The configuration defines standard memory sections and their defaultallocations as shown in Table 1-4. You can change these default allocationsusing the MEM Manager. For more detail, see MEM Module in the TMS320DSP/BIOS API Reference Guide for your platform.
 Table 1-4. Standard Memory Segments
 a. C54x Platform
 b. C55x Platform
 Sections Segment
 System stack Memory (.stack) IDATA
 Application Argument Memory (.args) EDATA
 Application Constants Memory (.const) EDATA
 BIOS Program Memory (.bios) IPROG
 BIOS Data Memory (.sysdata) EDATA
 BIOS Heap Memory IDATA
 BIOS Startup Code Memory (.sysinit) EPROG
 Sections Segment
 System stack Memory (.stack), System Stack Memory (.sysstack) DATA
 BIOS Kernel State Memory (.sysdata) DATA
 BIOS Objects, Configuration Memory (.*obj) DATA
 BIOS Program Memory (.bios) PROG
 BIOS Startup Code Memory (.sysinit, .gblinit, .trcinit) PROG
 Application Argument Memory (.args) DATA
 Application Program Memory (.text) PROG
 BIOS Heap Memory DATA
 Secondary BIOS Heap Memory DATA1
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 Table 1.4 Standard Memory Segments (continued)
 c. C6000 Platform
 c. C2800 Platform
 1.4 For More Information
 For more information about the components of DSP/BIOS and the modulesin the DSP/BIOS API, see the DSP/BIOS section of the online help system,the TMS320 DSP/BIOS API Reference Guide for your platform, or the "UsingDSP/BIOS" lessons in the online Code Composer Studio Tutorial .
 Sections Segment
 System stack memory (.stack) IDRAM
 Application constants memory (.const) IDRAM
 Program memory (.text) IPRAM
 Data memory (.data) IDRAM
 Startup code memory (.sysinit) IPRAM
 C initialization records memory (.cinit) IDRAM
 Uninitialized variables memory (.bss) IDRAM
 Sections Segment
 System stack memory (.stack) M1SARAM
 Program memory (.text) IPROG
 Data memory (.data) IDATA
 Applications constants memory (.const) IDATA
 Startup code memory (.sysinit) IPROG
 C initialization records memory (.cinit) IDATA
 Uninitialized variables memory (.bss) IDATA
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Chapter 2
 Program Generation
 This chapter describes the process of generating programs with DSP/BIOS.It also explains which files are generated by DSP/BIOS components and howthey are used.
 2.1 Development Cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2-2
 2.2 Configuring DSP/BIOS Applications Statically . . . . . . . . . . . . . . . . . 2-3
 2.3 Creating DSP/BIOS Objects Dynamically . . . . . . . . . . . . . . . . . . . . . 2-9
 2.4 Files Used to Create DSP/BIOS Programs. . . . . . . . . . . . . . . . . . . . 2-11
 2.5 Compiling and Linking Programs. . . . . . . . . . . . . . . . . . . . . . . . . . . 2-13
 2.6 Using DSP/BIOS with the Run-Time Support Library. . . . . . . . . . . 2-16
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 2.1 Development Cycle
 DSP/BIOS supports iterative program development cycles. You can createthe basic framework for an application and test it with a simulated processingload before the DSP algorithms are in place. You can easily change thepriorities and types of program threads that perform various functions.
 A sample DSP/BIOS development cycle includes the following steps, thoughiteration can occur for any step or group of steps:
 1) Configure static objects for your program to use. This can be done usingthe DSP/BIOS Configuration Tool, the Tconf scripting language, or acombination of both methods.
 2) Save the configuration file in the DSP/BIOS Configuration Tool. Thisgenerates files to be included when you compile and link your program.
 3) Write a framework for your program. You can use C, C++, assembly, or acombination of the languages.
 4) Add files to your project and compile and link the program using CodeComposer Studio.
 5) Test program behavior using a simulator or initial hardware and theDSP/BIOS analysis tools. You can monitor logs and traces, statisticsobjects, timing, software interrupts, and more.
 6) Repeat steps 1-5 until the program runs correctly. You can addfunctionality and make changes to the basic program structure.
 7) When production hardware is ready, modify the configuration to supportthe production board and test your program on the board.
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 2.2 Configuring DSP/BIOS Applications Statically
 As Section 1.2.2, DSP/BIOS Configuration, page 1-6 describes, DSP/BIOSconfigurations allow you create objects and set their properties statically,rather than at run-time. You can choose to create a configuration graphically,textually, or using a combination of these methods.
 The DSP/BIOS online help contained more detailed step-by-step procedureson various aspects of configuration than this manual. In addition, theDSP/BIOS Textual Configuration (Tconf) User�s Guide (SPRU007) containsdetails on the syntax used in configuration scripts.
 2.2.1 When to Use Graphical Configuration
 Use the DSP/BIOS Configuration Tool for the following advantages:
 ❏ If you want a tree-view interface that makes it easy to see the availableproperties for each module and object.
 ❏ If you want to be prevented from making errors by the interface, whichprovides drop-down lists of valid values and disables invalid commandsand fields.
 You can use a text editor to modify a configuration script and then reload thescript into the DSP/BIOS Configuration Tool for further graphical editing.There are certain restrictions on graphical editing after you have edited ascript or started a new configuration session.
 2.2.2 When to Use a Text Editor
 Use a text editor to modify a script if you want the following advantages:
 ❏ If you want a script to use branching, looping, and other constructs.
 ❏ If you want to create a number of similar objects. You can do this with cut-and-paste or by looping over a create method.
 ❏ If you want to modularize settings you use in a set of applications. Forexample, if your applications all use similar instrumentation objects, allapplications can include a single file that creates those objects.
 ❏ If you want the configuration to use the same symbol definitions asprogram source files. You can do this by defining variables for use inscripts and generating a C header file from the script to be included bythe program source code.
 ❏ If you want to create similar configurations, you can pass command-linearguments to a script. For example, you might optimize a program byvarying the number of tasks created and testing resulting applications.
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 ❏ If you want to use standard code editing tools. For example, to mergechanges from multiple developers, compare application configurations,and cut and paste between program configurations.
 ❏ If you want to use UNIX.
 DSP/BIOS configurations should not be confused with other items used forconfiguration within Code Composer Studio. These other items include theproject configuration (typically Debug or Release), the RTDX ConfigurationControl window, and the system configuration setup in the CCS Setup tool.
 2.2.3 Overview of Steps for Configuring DSP/BIOS Applications
 This list shows general steps for configuring DSP/BIOS graphically. See the"Creating DSP/BIOS Configurations" topic in the DSP/BIOS online help,which links each of these general steps to detailed step-by-step procedures.
 1) Within Code Composer Studio, choose File→New→DSP/BIOSConfiguration.
 2) Set any script environment variables.
 3) In the New DSP/BIOS Configuration window, select a platform andDSP/BIOS features. Alternately, you can create a new platformconfiguration.
 4) In the Configuration window, perform the following tasks as required byyour application:
 � Create objects to be used by the application.
 � Name the objects.
 � Set global properties for the application.
 � Modify module manager properties.
 � Modify object properties.
 � Set priorities for software interrupts and tasks.
 � Add comments and blank lines to the Tconf script.
 5) Save the configuration. This generates files for you to use as part of yourproject.
 6) Add generated files to your project.
 7) Compile and link your application and test as needed.
 8) To further modify the DSP/BIOS configuration, you can edit the scriptgraphically or textually.
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 Figure 2-1. Modules in the DSP/BIOS Configuration Tool
 2.2.4 Referencing Statically Created DSP/BIOS Objects
 Statically-created objects that you reference in a program need to bedeclared as extern variables outside all function bodies. For example, thefollowing declarations make the PIP_Obj object visible in all functions thatfollow its definition in the program.
 extern far PIP_Obj inputObj; /* C6000 devices */
 or
 extern PIP_Obj inputObj; /* C5000 and C2800 devices */
 The Configuration Tool generates a file that contains these declarations. Thefile has a name of the form *cfg.h, where * is the name of your program. Thisfile can be #included in C files that reference DSP/BIOS objects.
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 2.2.4.1 Small and Large Model Issues for C6000
 Although DSP/BIOS itself is compiled using the small model, you can compileDSP/BIOS applications using either the C6000 compiler�s small model or anyvariation of the large model. (See the TMS320C6000 Optimizing CompilerUser�s Guide .) In fact, you can mix compilation models within the applicationcode provided all global data that is accessed by using a displacementrelative to B14 is placed no more than 32K bytes away from the beginning ofthe .bss section.
 DSP/BIOS uses the .bss section to store global data. However, objectsconfigured statically are not placed in the .bss section. This maximizes yourflexibility in the placement of application data. For example, the frequentlyaccessed .bss can be placed in on-device memory while larger, lessfrequently accessed objects can be stored in external memory.
 The small model makes assumptions about the placement of global data inorder to reduce the number of instruction cycles. If you are using the smallmodel (the default compilation mode) to optimize global data access, yourcode can be modified to make sure that it references statically-createdobjects correctly.
 There are four methods for dealing with this issue. These methods aredescribed in the sections following and have the pros and cons as shown inTable 2-1.
 Table 2-1. Methods of Referencing C6000 Global Objects
 Method
 Declare objects with far
 Use global object pointers
 Objects adjacent to .bss
 Compile with large model
 Code works independent of compilation model Yes Yes Yes Yes
 Code works independent of object placement Yes Yes No Yes
 C code is portable to other compilers No Yes Yes Yes
 Statically-created object size not limited to 32K bytes Yes Yes No Yes
 Minimizes size of .bss Yes Yes No Yes
 Minimizes instruction cycles No(3 cycles)
 No(2-6 cycles)
 Yes(1 cycle)
 No(3 cycles)
 Minimizes storage per object No(12 bytes)
 No(12 bytes)
 Yes(4 bytes)
 No(12 bytes)
 Easy to program; easy to debug Somewhat Error prone Somewhat Yes
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 2.2.4.2 Referencing Static DSP/BIOS Objects in the Small Model
 In the small model, all compiled code accesses global data relative to a datapage pointer register. The register B14 is treated as a read-only register bythe compiler and is initialized with the starting address of the .bss sectionduring program startup. Global data is assumed to be at a constant offsetfrom the beginning of the .bss section and this section is assumed to be atmost 32K bytes in length. Global data, therefore, can be accessed with asingle instruction like the following:
 LDW *+DP(_x), A0 ; load _x into A0 (DP = B14)
 Since objects created statically are not placed in the .bss section, you mustensure that application code compiled with the small model references themcorrectly. There are three ways to do this:❏ Declare static objects with the far keyword. The DSP/BIOS compiler
 supports this common extension to the C language. The far keyword in adata declaration indicates that the data is not in the .bss section.
 For example, to reference a PIP object called inputObj that was createdstatically, declare the object as follows:
 extern far PIP_Obj inputObj;
 if (PIP_getReaderNumFrames(&inputObj)) {
 . . .
 }
 ❏ Create and initialize a global object pointer. You can create a globalvariable that is initialized to the address of the object you want toreference. All references to the object must be made using this pointer,to avoid the need for the far keyword. For example: extern PIP_Obj inputObj;
 /* input MUST be a global variable */
 PIP_Obj *input = &inputObj;
 if (PIP_getReaderNumFrames(input)) {
 . . .
 }
 Declaring and initializing the global pointer consumes an additional wordof data (to hold the 32-bit address of the object).
 Also, if the pointer is a static or automatic variable this technique fails.The following code does not operate as expected when compiled usingthe small model:
 extern PIP_Obj inputObj;
 static PIP_Obj *input = &inputObj; /* ERROR!!!! */
 if (PIP_getReaderNumFrames(input)) {
 . . .
 }
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 ❏ Place all objects adjacent to .bss. If all objects are placed at the end ofthe .bss section, and the combined length of the objects and the .bss datais less than 32K bytes, you can reference these objects as if they wereallocated within the .bss section:extern PIP_Obj inputObj;
 if (PIP_getReaderNumFrames(&inputObj)) {
 . . .
 }
 You can guarantee this placement of objects by using the configurationas follows:
 a) Declare a new memory segment by inserting a MEM object with theMEM Manager and setting its properties (i.e., the base and length);or use one of the preexisting data memory MEM objects.
 b) Place all objects that are referenced by small model code in thismemory segment.
 c) Place Uninitialized Variables Memory (.bss) in this same segment byright-clicking on the MEM Manager and choosing Properties.
 2.2.4.3 Referencing Static DSP/BIOS Objects in the Large Model
 In the large model, all compiled code accesses data by first loading the entire32-bit address into an address register and then using the indirect addressingcapabilities of the LDW instruction to load the data. For example:
 MVKL _x, A0 ; move low 16-bits of _x’s address into A0
 MVKH _x, A0 ; move high 16-bits of _x’s address into A0
 LDW *A0, A0 ; load _x into A0
 Application code compiled with any of the large model variants is not affectedby the location of static objects. If all code that directly references statically-created objects is compiled with any large model option, code can referencethe objects as ordinary data:
 extern PIP_Obj inputObj;
 if (PIP_getReaderNumFrames(&inputObj)) {
 . . .
 }
 The -ml0 large model option is identical to small model except that allaggregate data is assumed to be far. This option causes all static objects tobe assumed to be far objects but allows scalar types (such as int, char, long)to be accessed as near data. As a result, the performance degradation formany applications is quite modest.
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 2.3 Creating DSP/BIOS Objects Dynamically
 For typical DSP applications, most objects should be created staticallybecause they are used throughout program execution. A number of defaultobjects are automatically defined in the configuration template. Creatingobjects statically provides the following benefits:
 ❏ Improved access with DSP/BIOS analysis tools. The Execution Graphshows the names of objects created statically. In addition, you can viewstatistics only for objects created statically.
 ❏ Reduced code size. For a typical module, the XXX_create() andXXX_delete() functions contain 50% of the code required to implementthe module. If you avoid using any calls to TSK_create() andTSK_delete(), the underlying code for these functions is not included inthe application program. The same is true for other modules. By creatingobjects statically, you can dramatically reduce the size of your applicationprogram.
 ❏ Improved run-time performance. In addition to saving code space,avoiding dynamic creation of objects reduces the time your programspends performing system setup.
 Creating objects statically has the following limitations:
 ❏ Static objects are created whether or not they are needed. You may wantto create objects dynamically if they will be used only as a result ofinfrequent run-time events.
 ❏ You cannot delete static objects at run-time using the XXX_deletefunctions.
 You can create many, but not all, DSP/BIOS objects by calling the functionXXX_create where XXX names a specific module. Some objects can only becreated statically. Each XXX_create function allocates memory for storing theobject�s internal state information, and returns a handle used to reference thenewly-created object when calling other functions provided by the XXXmodule.
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 Most XXX_create functions accept as their last parameter a pointer to astructure of type XXX_Attrs which is used to assign attributes to the newly-created object. By convention, the object is assigned a set of default valuesif this parameter is NULL. These default values are contained in the constantstructure XXX_ATTRS listed in the header files, enabling you to first initializea variable of type XXX_Attrs and then selectively update its fields withapplication-dependent attribute values before calling XXX_create. Samplecode that creates a dynamic object using the TSK_create is shown inExample 2-1.
 Example 2-1. Creating and Referencing Dynamic Objects
 The XXX_create function passes back a handle that is an address to thetask�s object. This handle is can then be passed as an argument whenreferencing, for example, deleting the object, as shown in Example 2-2.Objects created with XXX_create are deleted by calling the functionXXX_delete. This frees the object�s internal memory back to the system forlater use.
 Use the global constant XXX_ATTRS to copy the default values, update itsfields, and pass as the argument to the XXX_create function.
 Example 2-2. Deleting a Dynamic Object
 Dynamically-created DSP/BIOS objects allow for a program to adapt atruntime.
 #include <tsk.h>TSK_Attrs attrs;TSK_Handle task;
 attrs = TSK_ATTRS;attrs.name = "reader";attrs.priority = TSK_MINPRI;
 task = TSK_create((Fxn)foo, &attrs);
 TSK_delete (task);
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 2.4 Files Used to Create DSP/BIOS Programs
 Figure 2-2 shows files used to create DSP/BIOS applications. Files you writeare shown with a white background; generated files have a gray background.The word program represents the name of your project or program. Thenumber 54 is replaced by 28, 55, or 64 as appropriate for your platform.
 Figure 2-2. Files in a DSP/BIOS Application
 Program Files
 ❏ program.c. Program source file containing the main function. You canalso have additional .c source files and program .h files. For userfunctions, see Section 2.9, User Functions Called by DSP/BIOS.
 ❏ *.asm. Optional assembly source file(s). One of these files can containan assembly language function called _main as an alternative to using aC or C++ function called main.
 ❏ module.h. DSP/BIOS API header files for C or C++ programs. Yoursource files should include std.h and the header files for any modules theprogram uses.
 ❏ module.h54. DSP/BIOS API header files for assembly programs.Assembly source files should include the *.h54 header file for any modulethe assembly source uses.
 ❏ program.obj. Object file(s) compiled or assembled from your source file(s)
 program.out
 compile orassemble
 assemble
 link
 generate
 include
 program.c*.cmd
 (optional)
 program.tcf
 programcfg.cmdprogramcfg.s54
 programcfg.h54
 *.objprogram.obj programcfg.obj
 *.asm, *.c, *.h,and/or *.cpp
 module.h54module.h
 compileprogramcfg.h
 programcfg_c.c
 programcfg_c..obj
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 ❏ *.obj. Object files for optional assembly source file(s)
 ❏ *.cmd. Optional linker command file(s) that contains additional sectionsfor your program not defined by the DSP/BIOS configuration.
 ❏ program.out. An executable program for the target (fully compiled,assembled, and linked). You can load and run this program with CodeComposer Studio commands.
 Static Configuration Files
 When you save a configuration, the following files are created (where"program" is the configuration file name and 54 is replaced by 28, 55, or 64as appropriate for your platform):
 ❏ program.tcf. The Tconf script that creates the configuration when run.This is the source file for the configuration. This is the file you add to aCode Composer Studio project to make the configuration part of theapplication.
 ❏ programcfg.cmd. Linker command file for DSP/BIOS objects. This filedefines DSP/BIOS-specific link options and object names, and genericdata sections for DSP programs (such as .text, .bss, .data, etc.). Whenyou add a *.tcf file to a Code Composer Studio project, this file isautomatically added in the Generated Files folder of the Project View.
 ❏ programcfg.h. Includes DSP/BIOS module header files and declaresexternal variables for objects created in the configuration file.
 ❏ programcfg_c.c. Defines DSP/BIOS related objects. (No longer definesCSL objects.)
 ❏ programcfg.s54. Assembly language source file for DSP/BIOS settings.When you add a *.tcf file to a Code Composer Studio project, this file isautomatically added in the Generated Files folder of the Project View.
 ❏ programcfg.h54. Assembly language header file included byprogramcfg.s54.
 ❏ program.cdb. Stores configuration settings for use by run-time analysistools. In previous versions, this was the configuration source file. It is nowgenerated by running the *.tcf file. This file is used by the DSP/BIOSanalysis tools.
 ❏ programcfg.obj. Object file created from the source file generated bythe configuration.
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 2.5 Compiling and Linking Programs
 You can build your DSP/BIOS executables using a Code Composer Studioproject or using your own makefile. The Code Composer Studio softwareincludes gmake.exe, the GNU make utility, and sample makefiles for gmaketo build the tutorial examples.
 2.5.1 Building Code Composer Studio Projects
 To add a DSP/BIOS configuration to a Code Composer Studio project, followthese steps:
 1) If it is not already open, use Project→Open to open the project with CodeComposer Studio.
 2) Choose Project→Add Files to Project. In the Files of type box, selectConfiguration File (*.tcf). Select the .tcf file you saved and click Open.Adding the .tcf file to a project automatically adds the following files to theProject View folders:
 � programcfg.cmd in the Generated Files folder
 � programcfg.s54 in the Generated Files folder
 3) If your project previously had its own linker command file, you may wantto remove it from the project or use both linker command files.
 4) If your project includes the vectors.asm source file, right-click on the fileand choose Remove from project in the shortcut menu. Hardwareinterrupt vectors are automatically defined in the DSP/BIOSconfiguration.
 5) If your project includes the rts.lib file, right-click on the file and chooseRemove from project in the shortcut menu. This file is automaticallyincluded by the linker command file created from your configuration.
 In a DSP/BIOS application, programcfg.cmd is your project's linker commandfile. This file already includes directives for the linker to use the appropriatelibraries (e.g., bios.a54, rtdx.lib, rts5401.lib), so you do not need to add anyof these library files to your project.
 Code Composer Studio software automatically scans all dependencies inyour project files, adding the necessary DSP/BIOS and RTDX header files foryour configuration to your project's include folder.
 For details on how to create a Code Composer Studio project and build anexecutable from it, refer to the Code Composer Studio User�s Guide or theonline help.
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 For most DSP/BIOS applications the generated linker command file,programcfg.cmd, suffices to describe all memory segments and allocations.All DSP/BIOS memory segments and objects are handled by this linkercommand file. In addition, most commonly used sections (such as .text, .bss,.data, etc.) are already included in programcfg.cmd. Their locations (andsizes, when appropriate) can be controlled from the MEM Manager in theconfiguration.
 In some cases the application can require an additional linker command file(app.cmd) describing application-specific sections that are not described inthe linker command file generated by the configuration (programcfg.cmd).
 2.5.2 Using Makefiles to Build Applications
 As an alternative to building your program as a Code Composer Studioproject, you can use a makefile.
 In the following example, the C source code file is volume.c, additionalassembly source is in load.asm, and the configuration file is volume.cdb. Thismakefile is for use with gmake, which is included with the Code ComposerStudio software. You can find documentation for gmake on the product CD inPDF format. Adobe Acrobat Reader is included. This makefile and the sourceand configuration files mentioned are located in the volume2 subdirectory ofthe tutorial directory of Code Composer Studio distribution CD.
 A typical makefile for compiling and linking a DSP/BIOS program is shown inExample 2-3. You can copy an example makefile to your program folder andmodify the makefile as necessary.
 Unlike the Code Composer Studio project, makefiles allow for multiple linkercommand files. If the application requires additional linker command files youcan easily add them to the CMDS variable in the example makefile shown inExample 2-3. However, they must always appear after the programcfg.cmdlinker command file generated by the Configuration Tool.
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 Example 2-3. Sample Makefile for a DSP/BIOS Program
 # Makefile for creation of program named by the PROG variable# The following naming conventions are used by this makefile:# <prog>.asm - C54 assembly language source file# <prog>.obj - C54 object file (compiled/assembled source)# <prog>.out - C54 executable (fully linked program)# <prog>cfg.s54 - configuration assembly source file # generated by Configuration Tool# <prog>cfg.h54 - configuration assembly header file # generated by Configuration Tool# <prog>cfg.cmd - configuration linker command file # generated by Configuration Tool
 include $(TI_DIR)/c5400/bios/include/c54rules.mak
 ## Compiler, assembler, and linker options.# -g enable symbolic debuggingCC54OPTS = -gAS54OPTS = # -q quiet runLD54OPTS = -q
 # Every DSP/BIOS program must be linked with:# $(PROG)cfg.o54 - object resulting from assembling# $(PROG)cfg.s54# $(PROG)cfg.cmd - linker command file generated by # the Configuration Tool. If additional# linker command files exist, # $(PROG)cfg.cmd must appear first.#PROG = volumeOBJS = $(PROG)cfg.obj load.objLIBS =CMDS = $(PROG)cfg.cmd
 # Targets: all:: $(PROG).out
 $(PROG).out: $(OBJS) $(CMDS)$(PROG)cfg.obj: $(PROG)cfg.h54$(PROG).obj:
 $(PROG)cfg.s54 $(PROG)cfg.h54 $(PROG)cfg.cmd: @ echo Error: $@ must be manually regenerated: @ echo Open and save $(PROG).cdb within the DSP/BIOS Configuration Tool. @ check $@
 .clean clean:: @ echo removing generated configuration files ... @ remove -f $(PROG)cfg.s54 $(PROG)cfg.h54 $(PROG)cfg.cmd @ echo removing object files and binaries ... @ remove -f *.obj *.out *.lst *.map
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 2.6 Using DSP/BIOS with the Run-Time Support Library
 The linker command file generated by the configuration automaticallyincludes directives to search the necessary libraries including a DSP/BIOS,RTDX, and a run-time support library. The run-time support library is createdfrom rts.src, which contains the source code for the run-time supportfunctions. These are standard ANSI functions that are not part of the Clanguage (such as functions for memory allocation, string conversion, andstring searches). A number of memory management functions that aredefined within rts.src are also defined within the DSP/BIOS library. These aremalloc, free, memalign, calloc, and realloc. The libraries support differentimplementations. For example, the DSP/BIOS versions are implemented withthe MEM module and therefore make use of the DSP/BIOS API callsMEM_alloc and MEM_free. Because the DSP/BIOS library provides some ofthe same functionality found in the run-time support library, the DSP/BIOSlinker command file includes a special version of the run-time support librarycalled rtsbios that does not include the files shown in Table 2-2.
 Table 2-2. Files Not Included in rtsbios
 In many DSP/BIOS projects, it is necessary to use the �x linker switch inorder to force the rereading of libraries. For example, if printf referencesmalloc and malloc has not already been linked in from the DSP/BIOS library,it forces the DSP/BIOS library to be searched again in order to resolve thereference to malloc.
 The run-time support library implements printf with breakpoints. Dependingon how often your application uses printf and the frequency of the calls,printf() can interfere with RTDX, thus affecting real-time analysis tools suchas the Message Log and Statistics View, and preventing these tools fromupdating. This is because the printf breakpoint processing has higherpriority processing than RTDX. It is therefore recommended to useLOG_printf in place of calls to printf wherever possible within DSP/BIOSapplications.
 C54x Platform C55x Platform C6000 Platform
 memory.c memory.c memory.cautoinit.c boot.c sysmem.cboot.c autoinit.c
 boot.c
 2-16

Page 51
                        

Using DSP/BIOS with the Run-Time Support Library
 Note:
 It is recommended to use the DSP/BIOS library version of malloc, free,memalign, calloc and realloc within DSP/BIOS applications. When you arenot referencing these functions directly in your application but call anotherrun-time support function which references one or more of them, add '-u_symbol', (for example, -u _malloc) to your linker options. The -u linkeroption introduces a symbol, such as malloc, as an unresolved symbol intothe linker's symbol table. This causes the linker to resolve the symbol fromthe DSP/BIOS library rather than the run-time support library. If in doubt,you can examine your map file for information on the library sources of yourapplication.
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 2.7 DSP/BIOS Startup Sequence
 When a DSP/BIOS application starts up, the calls or instructions in theboot.s54 (C54x platform), or autoinit.c and boot.snn (C6000 and C55xplatforms) files determine the startup sequence. Compiled versions of thesefiles are provided with the bios.ann and biosi.ann libraries and the sourcecode is available on the distribution disks received with your product. TheDSP/BIOS startup sequence, as specified in the source code of the boot filesis shown below. You should not need to alter the startup sequence.
 1) Initialize the DSP. A DSP/BIOS program starts at the C or C++environment entry point c_int00. The reset interrupt vector is set up tobranch to c_int00 after reset.
 For the C54x platform, at the beginning of c_int00, the system stackpointer (SP) is set up to point to the end of .stack. Status registers suchas st0 and st1 are also initialized
 At the beginning of c_int00 for the C55x platform, the data (user) stackpointer (XSP) and the system stack pointer (XSSP) are both set up topoint to the bottom of the user and system stacks, respectively.Additionally, the XSP is aligned to an even address boundary.
 For the C6000 platform, at the beginning of c_int00, the system stackpointer (B15) and the global page pointer (B14) are set up to point to theend of the stack section and the beginning of .bss, respectively. Controlregisters such as AMR, IER, and CSR are also initialized.
 2) Initialize the .bss from the .cinit records. Once the stacks are set up,the initialization routine is called to initialize the variables from the .cinitrecords.
 3) Call BIOS_init to initialize the modules used by the application.BIOS_init performs basic module initialization. BIOS_init invokes theMOD_init macro for each DSP/BIOS module used by the application.BIOS_init is generated by the configuration and is located in theprogramcfg.snn file.
 � HWI_init sets up the ISTP and the interrupt selector registers, setsthe NMIE bit in the IER on the C6000 platform, and clears the IFR onall platforms. See the HWI Module Section in the TMS320 DSP/BIOSAPI Reference Guide for your platform for more information.
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 Note:
 When configuring an interrupt, DSP/BIOS plugs in the corresponding ISR(interrupt service routine) into the appropriate location of the interruptservice table. However, DSP/BIOS does not enable the interrupt bit in IER.It is your responsibility to do this at startup or whenever appropriate duringthe application execution.
 � HST_init initializes the host I/O channel interface. The specificsof this routine depend on the particular implementation used for thehost to target link. For example, in the C6000 platform, if RTDX isused, HST_init enables the bit in IER that corresponds to thehardware interrupt reserved for RTDX.
 � IDL_init calculates the idle loop instruction count. If the Autocalculate idle loop instruction count property was set to true in the IdleFunction Manager configuration, IDL_init calculates the idle loopinstruction count at this point in the startup sequence. The idle loopinstruction count is used to calibrate the CPU load displayed by theCPU Load Graph (see section 3.4.2, The CPU Load, page 3-19).
 4) Process the .pinit table. The .pinit table consists of pointers toinitialization functions. For C++ programs, class constructors of globalobjects execute during .pinit processing.
 5) Call your program�s main routine. After all DSP/BIOS modules havecompleted their initialization procedures, your main routine is called. Thisroutine can be written in assembly, C, C++ or a combination. Because theC compiler adds an underscore prefix to function names, this can be a Cor C++ function called main or an assembly function called _main.
 Since neither hardware nor software interrupts are enabled yet, you cantake care of initialization procedures for your own application (such ascalling your own hardware initialization routines) from the main routine.Your main function can enable individual interrupt mask bits, but it shouldnot call HWI_enable to globally enable interrupts.
 6) Call BIOS_start to start DSP/BIOS. Like BIOS_init, BIOS_start is alsogenerated by the configuration and is located in the programcfg.snn file.BIOS_start is called after the return from your main routine. BIOS_startis responsible for enabling the DSP/BIOS modules and invoking theMOD_startup macro for each DSP/BIOS module. If the TSK Manager isenabled in the configuration, the call to BIOS_start does not return. Forexample:
 � CLK_startup sets up the PRD register, enables the bit in the IER(C6000 platform) or the IMR (C5400 platform) for the timer chosen in
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 the CLK Manager, and finally starts the timer. (This macro is onlyexpanded if you enable the CLK Manager in the configuration.)
 � PIP_startup calls the notifyWriter function for each created pipeobject.
 � SWI_startup enables software interrupts.� HWI_startup enables hardware interrupts by setting the GIE bit in the
 CSR on the C6000 platform or clearing the INTM bit in the ST1register on the C5400 platform.
 � TSK_startup enables the task scheduler and launches the highestpriority task that is ready to run. If the application has no tasks thatare currently ready, the TSK_idle executes and calls IDL_loop. OnceTSK_startup is called, the application begins and thus executiondoes not return from TSK_startup or from BIOS_start. TSK_startupruns only if the Task Manager is enabled in the configuration.
 7) Execute the idle loop. You can enter the idle loop in one of two ways. Inthe first way, the Task Manager is enabled. The Task scheduler runsTSK_idle which calls IDL_loop. In the second way, the Task Manager isdisabled and thus the call to BIOS_start returns and a call to IDL_loopfollows. By calling IDL_loop, the boot routine falls into the DSP/BIOS idleloop forever. At this point, hardware and software interrupts can occurand preempt idle execution. Since the idle loop manages communicationwith the host, data transfer between the host and the target can now takeplace.
 2.7.1 Advanced Startup: C5500 Platform Only
 On the C5500 platform, the architecture allows the software to reprogram thestart of the vector tables (256 bytes in overall length) by setting the registersIVPD and IVPH. By default, the hardware reset loads 0xFFFF to both theseregisters and the reset vector is fetched from location 0xFF � FF00. To movethe vector tables to a different location, it is necessary to write the desiredaddress into IVPD and IVPH after the hardware reset and then do a softwarereset, at which time the new values in IVPD and IVPH take effect.
 The macro HWI_init loads the configured vector table address into IVPD andIVPH but must be followed by a software reset to actually bring the new IVPDand IVPH into effect.
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 The C5500 platform also allows for three possible stack modes (see Table 2-3). To configure the processor in any of the non-default modes, theuser is required to set bits 28 and 29 to the reset vector location appropriatelyusing the Code Composer Studio debugger tool and then to apply a softwarereset. For more information, please see the TMS320C55x DSP CPUReference Guide.
 Table 2-3. Stack Modes on the C5500 Platform
 In addition, the DSP/BIOS configuration file should set the Stack Modeproperty of the HWI Manager to match the mode used by the application. Seethe TMS320C5000 DSP/BIOS API Reference Guide for details.
 Stack Mode Description Reset Vector Settings
 2x16 Fast ReturnSP/SSP independent,RETA/CFCT used for fast return functionality
 XX00 : XXXX : <24-bit vector address>
 2x16 Slow Return SP/SSP independent,RETA/CFCT not used XX01 : XXXX : <24-bit vector address>
 1x32 Slow Return(Reset default)
 SP/SSP synchronized,RETA/CFCT not used XX02 : XXXX : <24-bit vector address>
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 2.8 Using C++ with DSP/BIOS
 DSP/BIOS applications can be written in C++. An understanding of issuesregarding C++ and DSP/BIOS can help to make C++ applicationdevelopment proceed smoothly. These issues concern memorymanagement, name mangling, calling class methods from configuredproperties, and special considerations for class constructors and destructors.
 2.8.1 Memory Management
 The functions new and delete are the C++ operators for dynamic memoryallocation and deallocation. Within DSP/BIOS applications, these operatorsare reentrant because they are implemented with the DSP/BIOS memorymanagement functions MEM_alloc and MEM_free. However, memorymanagement functions require that the calling thread obtain a lock to memorybefore proceeding if the requested lock is already held by another thread,blocking results. Therefore, new and delete should be used by TSK objectsonly.
 The functions new and delete are defined by the run-time support library, notthe DSP/BIOS library. Since the DSP/BIOS library is searched first, someapplications can result in a linker error stating that there are undefinedsymbols that were first referenced within the rtsbios (the run-time support)library. This linker error is avoided by using the -x linker option which forceslibraries to be searched again in order to resolve undefined references. SeeSection 2.6, Using DSP/BIOS with the Run-Time Support Library for moreinformation.
 2.8.2 Name Mangling
 The C++ compiler implements function overloading, operator overloading,and type-safe linking by encoding a function's signature in its link-level name.The process of encoding the signature into the linkname is referred to asname mangling. Name mangling could potentially interfere with a DSP/BIOSapplication since you use function names within the configuration to refer tofunctions declared in your C++ source files. To prevent name mangling andthus to make your functions recognizable within the configuration, it isnecessary to declare your functions in an extern C block as shown in the codefragment of Example 2-4.
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 Example 2-4. Declaring Functions in an Extern C Block
 This allows you to refer to the functions within the configuration (preceded byan underscore in the Configuration Tool, as with other C function names). Forexample, if you had an SWI object which should run function1() every timethat the SWI posts, you would enter _function1 into the function property ofthat SWI object.
 Functions declared within the extern C block are not subject to namemangling. Since function overloading is accomplished through namemangling, function overloading has limitations for functions that are calledfrom the configuration. Only one version of an overloaded function canappear within the extern C block. The code in Example 2-5 would result in anerror.
 Example 2-5. Function Overloading Limitation
 While you can use name overloading in your DSP/BIOS C++ applications,only one version of the overloaded function can be called from theconfiguration.
 Default parameters is a C++ feature that is not available for functions calledfrom the configuration. C++ allows you to specify default values for formalparameters within the function declaration. However, a function called fromthe configuration must provide parameter values. If no values are specified,the actual parameter values are undefined.
 2.8.3 Calling Class Methods from the Configuration
 Often, the function that you want to reference within the configuration is themember function of a class object. It is not possible to call these memberfunctions directly from the configuration, but it is possible to accomplish thesame action through wrapper functions. By writing a wrapper function whichaccepts a class instance as a parameter, you can invoke the class memberfunction from within the wrapper.
 extern "C" {Void function1();Int function2();}
 extern “C” {
 Int addNums(Int x, Int y);
 Int addNums(Int x, Int y, Int z); // error, only one version
 // of addNums is allowed
 }
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 A wrapper function for a class method is shown in Example 2-6.
 Example 2-6. Wrapper Function for a Class Method
 Any additional parameters that the class method requires can be passed tothe wrapper function.
 2.8.4 Class Constructors and Destructors
 Any time that a C++ class object is instantiated, the class constructorexecutes. Likewise, any time that a class object is deleted, the classdestructor is called. Therefore, when writing constructors and destructors,you should consider the times at which the functions are expected to executeand tailor them accordingly. It is important to consider what type of thread willbe running when the class constructor or destructor is invoked.
 Various guidelines apply to which DSP/BIOS API functions can be called fromdifferent DSP/BIOS threads (tasks, software interrupts, and hardwareinterrupts). For example, memory allocation APIs such as MEM_alloc andMEM_calloc cannot be called from within the context of a software interrupt.Thus, if a particular class is instantiated by a software interrupt, its constructormust avoid performing memory allocation. Similarly, it is important to keep inmind the time at which a class destructor is expected to run. Not only does aclass destructor execute when an object is explicitly deleted, but also when alocal object goes out of scope. You need to be aware of what type of threadis executing when the class destructor is called and make only thoseDSP/BIOS API calls that are appropriate for that thread. For furtherinformation on function callability, see the TMS320 DSP/BIOS API ReferenceGuide for your platform.
 Void wrapper (SampleClass myObject){ myObject->method();}
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 2.9 User Functions Called by DSP/BIOS
 User functions called by DSP/BIOS objects (IDL, TSK, SWI, PIP, PRD, andCLK objects) need to follow specific conventions in order to ensure thatregisters are used properly and that values are preserved across functioncalls.
 On the C6x and C55x platforms, all user functions called by DSP/BIOSobjects need to conform to C compiler register conventions for theirrespective platforms. This applies to functions written both in C and assemblylanguages.
 The compiler distinguishes between C and assembly functions by assumingthat all C function names are preceded by an underscore, and assemblyfunction names are not preceded by an underscore. On the C54x platform,this distinction becomes especially important because C and assemblyfunctions conform to two different sets of rules. Functions that are precededby an underscore (this includes C functions and any assembly functionswhose names are preceded by an underscore) must conform to the Ccompiler conventions. On the C54x platform, assembly functions (functionsthat are not preceded by an underscore) must conform to the following rules:
 ❏ The first argument is passed in register AR2
 ❏ The second argument is passed in register A
 ❏ The return value is passed in register A
 Note:
 The above rules do not apply to user functions called by TSK objects. Alluser functions (both C and assembly) called by TSK objects follow Cregister conventions.
 On the C54x platform when a C function (or an assembly function whosefunction name is preceded by an underscore) is executing, the CPL(Compiler Mode) bit is required to be set. When an assembly function (onewhose name is not preceded by an underscore) begins executing, the CPLbit is clear and must be clear upon return.
 For more information on C register conventions, see the optimizing compileruser�s guide for your platform.
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 2.10 Calling DSP/BIOS APIs from Main
 The main routine in a DSP/BIOS application is for user initialization purposessuch as configuring a peripheral, or enabling individual hardware interrupts.It is important to recognize that main does not fall into any of the DSP/BIOSthreads types (HWI, SWI, TSK, or IDL), and that when program executionreaches main, not all of the DSP/BIOS initialization is complete. This isbecause DSP/BIOS initialization takes place in two phases: during BIOS_initwhich runs before main, and during BIOS_start which runs after your programreturns from main.
 Certain DSP/BIOS API calls should not be made from the main routine,because the BIOS_start initialization has not yet run. BIOS_start isresponsible for enabling global interrupts, configuring and starting the timer,and enabling the schedulers so that DSP/BIOS threads can start executing.Therefore, DSP/BIOS calls that are not appropriate from main are APIs whichassume hardware interrupts and the timer are enabled, or APIs that makescheduling calls that could block execution. For example, functions such asCLK_gethtime and CLK_getltime should not be called from main because thetimer is not running. HWI_disable and HWI_enable should not be calledbecause hardware interrupts are not globally enabled. Potentially blockingcalls, such as SEM_pend or MBX_pend, should not be called from mainbecause the scheduler is not initialized. Scheduling calls such asTSK_disable, TSK_enable, SWI_disable, or SWI_enable are also notappropriate within main.
 BIOS_init, which runs before main, is responsible for initialization of the MEMmodule. Therefore, it is okay to call dynamic memory allocation functionsfrom main. Not only are the MEM module functions allowed (MEM_alloc,MEM_free, etc.), but APIs for dynamic creation and deletion of DSP/BIOSobjects, such as TSK_create and TSK_delete, are also allowed.
 While blocking calls are not permitted from main, scheduling calls that makea DSP/BIOS thread ready to run are permitted. These are calls such asSEM_post or SWI_post. If such a call is made from main, the readied threadis scheduled to run after the program returns from main and BIOS_startfinishes executing.
 See the TMS320 DSP/BIOS API Reference Guide for your platform for moreinformation on a particular DSP/BIOS function call. The Constraints andCalling Context sections indicates if the API cannot be called from main.
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 Instrumentation
 DSP/BIOS provides both explicit and implicit ways to perform real-timeprogram analysis. These mechanisms are designed to have minimal impacton the application�s real-time performance.
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 3.1 Real-Time Analysis
 Real-time analysis is the analysis of data acquired during real-time operationof a system. The intent is to easily determine whether the system is operatingwithin its design constraints, is meeting its performance targets, and hasroom for further development.
 Note:
 RTDX is occasionally not supported for the initial releases of a new DSPdevice or board. On platforms where RTDX is not supported,instrumentation data is updated only in stop mode. That is, the data is notcommunicated to the host PC while the target program is running. Whenyou halt the target or reach a breakpoint, analysis data is transferred forviewing in Code Composer Studio.
 3.1.1 Real-Time Versus Cyclic Debugging
 The traditional debugging method for sequential software is to execute theprogram until an error occurs. You then stop the execution, examine theprogram state, insert breakpoints, and reexecute the program to collectinformation. This kind of cyclic debugging is effective for non-real-timesequential software. However, cyclic debugging is rarely as effective in real-time systems because real-time systems are characterized by continuousoperation, nondeterministic execution, and stringent timing constraints.
 The DSP/BIOS instrumentation APIs and the DSP/BIOS Analysis Tools aredesigned to complement cyclic debugging tools to enable you to monitor real-time systems as they run. This real-time monitoring data lets you view thereal-time system operation so that you can effectively debug andperformance-tune the system.
 3.1.2 Software Versus Hardware Instrumentation
 Software monitoring consists of instrumentation code that is part of the targetapplication. This code is executed at run time, and data about the events ofinterest is stored in the target system�s memory. Thus, the instrumentationcode uses both the computing power and memory of the target system.
 The advantage of software instrumentation is that it is flexible and that noadditional hardware is required. Unfortunately, because the instrumentationis part of the target application, performance and program behavior can beaffected. Without using a hardware monitor, you face the problem of finding
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 a balance between program perturbation and recording sufficient information.Limited instrumentation provides inadequate detail, but excessiveinstrumentation perturbs the measured system to an unacceptable degree.
 DSP/BIOS provides a variety of mechanisms that allow you to controlprecisely the balance between intrusion and information gathered. Inaddition, the DSP/BIOS instrumentation operations all have fixed, shortexecution times. Since the overhead time is fixed, the effects ofinstrumentation are known in advance and can be factored out ofmeasurements.
 3.2 Instrumentation Performance
 When all implicit DSP/BIOS instrumentation is enabled, the CPU loadincreases less than one percent in a typical application. Several techniqueshave been used to minimize the impact of instrumentation on applicationperformance:
 ❏ Instrumentation communication between the target and the host isperformed in the background (IDL) thread, which has the lowest priority,so communicating instrumentation data does not affect the real-timebehavior of the application.
 ❏ From the host, you can control the rate at which the host polls the target.You can stop all host interaction with the target if you want to eliminate allunnecessary external interaction with the target.
 ❏ The target does not store Execution Graph or implicit statisticsinformation unless tracing is enabled. You also have the ability to enableor disable the explicit instrumentation of the application by using the TRCmodule and one of the reserved trace masks (TRC_USER0 andTRC_USER1).
 ❏ Log and statistics data are always formatted on the host. The averagevalue for an STS object and the CPU load are computed on the host.Computations needed to display the Execution Graph are performed onthe host.
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 ❏ LOG, STS, and TRC module operations are very fast and execute inconstant time, as shown in the following list:
 � LOG_printf and LOG_event: approximately 30 instructions� STS_add: approximately 30 instructions� STS_delta: approximately 40 instructions� TRC_enable and TRC_disable: approximately four instructions
 � LOG_printf and LOG_event: approximately 25 instructions� STS_add: approximately 10 instructions� STS_delta: approximately 15 instructions� TRC_enable and TRC_disable: approximately four instructions
 � LOG_printf and LOG_event: approximately 32 instructions� STS_add: approximately 18 instructions� STS_delta: approximately 21 instructions� TRC_enable and TRC_disable: approximately six instructions
 ❏ Each STS object uses only eight or four words of data memory, for theC5000 platform or the C6000 platform, respectively. This means that thehost always transfers the same number of words to upload data from astatistics object.
 ❏ Statistics are accumulated in 32-bit variables on the target and in 64-bitvariables on the host. When the host polls the target for real-timestatistics, it resets the variables on the target. This minimizes spacerequirements on the target while allowing you to keep statistics for longtest runs.
 ❏ You can specify the buffer size for LOG objects. The buffer size affectsthe program�s data size and the time required to upload log data.
 ❏ For performance reasons, implicit hardware interrupt monitoring isdisabled by default. When disabled, there is no effect on performance.When enabled, updating the data in statistics objects consumes between20 and 30 instructions per interrupt for each interrupt monitored.
 3.2.1 Instrumented Versus Non-instrumented Kernel
 It is possible to disable support for kernel instrumentation by changing theglobal properties of the application. Within the Configuration Tool, the GlobalSettings module has a property called Enable Real Time Analysis. Byunchecking this checkbox, you can achieve optimal code size and executionspeed. This is accomplished by linking with a DSP/BIOS library that does notsupport the implicit instrumentation. However, this also has the effect ofremoving support for DSP/BIOS Analysis Tools and explicit instrumentationsuch as the LOG, TRC, and STS module APIs.
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 The Table 3-1 presents examples of code size increases when working withthe instrumented versus non-instrumented kernel. These figures provide ageneral idea of the amount of code increase that can be expected whenworking with the instrumented kernel. Table 3-1 uses as samples twoexample projects that are shipped with Code Composer Studio softwarewhich utilize many of the DSP/BIOS features. By including DSP/BIOSmodules, the example applications incorporate the instrumentation code.Therefore the following numbers are representative of the amount of codesize incurred by the instrumentation, and are not affected by the size orvariations among users' applications. The first example, Slice, contains theTSK, SEM, and PRD modules, while the second example, Echo, uses thePRD and SWI modules. Neither example application is specifically designedfor minimizing code size.
 For information on DSP/BIOS kernel performance benchmarks, including acomparison of the instrumented versus non-instrumented kernels�performances, see Application Report SPRA662, DSP/BIOS TimingBenchmarks on the TMS320C6000 DSP.
 Table 3-1. Examples of Code-size Increases Due to an Instrumented Kernel
 a. Example: Slice
 b. Example: Echo
 Description (all sizes in MADUs)
 C54x Platform C55x Platform C6000 Platform
 Size with non-instrumented kernel 12,500 32,000 78,900Size with instrumented kernel 14,350 33,800 86,600Size increase with instrumented kernel 1,850 1,800 7,700
 Description (all sizes in MADUs)
 C54x Platform C55x Platform C6000 Platform
 Size with non-instrumented kernel 11,600 41,200 68,800Size with instrumented kernel 13,000 42,800 76,200Size increase with instrumented kernel 1,400 1,600 7,400
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 3.3 Instrumentation APIs
 Effective instrumentation requires both operations that gather data andoperations that control the gathering of data in response to program events.DSP/BIOS provides the following three API modules for data gathering:
 ❏ LOG (Event Log Manager). Log objects capture information aboutevents in real time. System events are captured in the system log. Youcan configure additional logs. Your program can add messages to anylog.
 ❏ STS (Statistics Object Manager). Statistics objects capture count,maximum, and total values for any variables in real time. Statistics aboutSWI (software interrupt), PRD (period), HWI (hardware interrupt), PIP(pipe), and TSK (task) objects can be captured automatically. In addition,your program can create statistics objects to capture other statistics.
 ❏ HST (Host Channel Manager). The host channel objects described inChapter 7, Input/Output Overview and Pipes, allow a program to sendraw data streams to the host for analysis.
 LOG and STS provide an efficient way to capture subsets of a real-timesequence of events that occur at high frequencies or a statistical summary ofdata values that vary rapidly. The rate at which these events occur or valueschange may be so high that it is either not possible to transfer the entiresequence to the host (due to bandwidth limitations) or the overhead oftransferring this sequence to the host would interfere with program operation.DSP/BIOS provides the TRC (Trace Manager) module for controlling the datagathering mechanisms provided by the other modules. The TRC modulecontrols which events and statistics are captured either in real time by thetarget program or interactively through the DSP/BIOS Analysis Tools.
 Controlling data gathering is important because it allows you to limit theeffects of instrumentation on program behavior, ensure that LOG and STSobjects contain the necessary information, and start or stop recording ofevents and data values at run time.
 3.3.1 Explicit versus Implicit Instrumentation
 The instrumentation API operations are designed to be called explicitly by theapplication. The LOG module operations allow you to explicitly writemessages to any log. The STS module operations allow you to store statisticsabout data variables or system performance. The TRC module allows you toenable or disable log and statistics tracing in response to a program event.
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 The LOG and STS APIs are also used internally by DSP/BIOS to collectinformation about program execution. These internal calls in DSP/BIOSroutines provide implicit instrumentation support. As a result, evenapplications that do not contain any explicit calls to the DSP/BIOSinstrumentation APIs can be monitored and analyzed using the DSP/BIOSAnalysis Tools. For example, the execution of a software interrupt is recordedin a LOG object called LOG_system.
 In addition, worst-case ready-to-completion times for software interrupts andoverall CPU load are accumulated in STS objects. The occurrence of asystem tick is also shown in the Execution Graph. See section 3.3.4.2,Control of Implicit Instrumentation, page 3-15, for more information aboutwhat implicit instrumentation can be collected.
 3.3.2 Event Log Manager (LOG Module)
 This module manages LOG objects, which capture events in real time whilethe target program executes. You can use the Execution Graph, or view user-defined logs.
 User-defined logs contain any information your program stores in them usingthe LOG_event and LOG_printf operations. You can view messages in theselogs in real time with the Message Log as shown in Figure 3-1. To access theMessage Log, select DSP/BIOS→Message Log.
 Figure 3-1. Message Log Dialog Box
 The Execution Graph, which is the system log, can also be viewed as a graphof the activity for each program component.
 A log can be either fixed or circular. This distinction is important inapplications that enable and disable logging programmatically (using theTRC module operations as described in section 3.4.4, Trace Manager (TRCModule), page 3-13).
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 ❏ Fixed. The log stores the first messages it receives and stops acceptingmessages when its message buffer is full. As a result, a fixed log storesthe first events that occur since the log was enabled.
 ❏ Circular. The log automatically overwrites earlier messages when itsbuffer is full. As a result, a circular log stores the last events that occur.
 You configure LOG objects statically and assign properties such as the lengthand location of the message buffer.
 You specify the length of each message buffer in words. Individual messagesuse four words of storage in the log�s buffer. The first word holds a sequencenumber. The remaining three words of the message structure hold event-dependent codes and data values supplied as parameters to operations suchas LOG_event, which appends new events to a LOG object.
 As shown in Figure 3-2, LOG buffers are read from the target and stored in amuch larger buffer on the host. Records are marked empty as they are copiedup to the host.
 Figure 3-2. LOG Buffer Sequence
 LOG_printf uses the fourth word of the message structure for the offset oraddress of the format string (for example, %d, %d). The host uses this formatstring and the two remaining words to format the data for display. Thisminimizes both the time and code space used on the target since the actualprintf operation (and the code to perform the operation) are handled on thehost.
 LOG_event and LOG_printf both operate on logs with interrupts disabled.This allows hardware interrupts and other threads of different priorities towrite to the same log without having to worry about synchronization.
 HostTarget
 LOG object
 LOG buffer
 read&
 clear
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 Using the RTA Control Panel Properties dialog box as shown in Figure 3-3,you can control how frequently the host polls the target for log information. Toaccess the RTA Control Panel select DSP/BIOS→RTA Control Panel. Right-click on the RTA Control Panel and choose the Property Page to set therefresh rate. If you set the refresh rate to 0, the host does not poll the targetfor log information unless you right-click on a log window and choose RefreshWindow from the pop-up menu. You can also use the pop-up menu to pauseand resume polling for log information.
 Figure 3-3. RTA Control Panel Properties Dialog Box.
 Log messages shown in a message log window are numbered (in the leftcolumn of the trace window) to indicate the order in which the eventsoccurred. These numbers are an increasing sequence starting at 0. If your lognever fills up, you can use a smaller log size. If a circular log is not longenough or you do not poll the log often enough, you may miss some logentries that are overwritten before they are polled. In this case, you see gapsin the log message numbers. You may want to add an additional sequencenumber to the log messages to make it clear whether log entries are beingmissed.
 The DSP/BIOS online help describes LOG objects and their parameters. SeeLOG Module in the TMS320 DSP/BIOS API Reference Guide for yourplatform for information on the LOG module API calls.
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 3.3.3 Statistics Object Manager (STS Module)
 This module manages statistics objects, which store key statistics while aprogram runs.
 You configure individual statistics objects statically. Each STS objectaccumulates the following statistical information about an arbitrary 32-bitwide data series:
 ❏ Count. The number of values on the target in an application-supplieddata series
 ❏ Total. The arithmetic sum of the individual data values on the target inthis series
 ❏ Maximum. The largest value already encountered on the target in thisseries
 ❏ Average. Using the count and total, the Statistics View Analysis Toolcalculates the average on the host
 Calling the STS_add operation updates the statistics object of the data seriesbeing studied. For example, you might study the pitch and gain in a softwareinterrupt analysis algorithm or the expected and actual error in a closed-loopcontrol algorithm.
 DSP/BIOS statistics objects are also useful for tracking absolute CPU use ofvarious routines during execution. By bracketing appropriate sections of theprogram with the STS_set and STS_delta operations, you can gather real-time performance statistics about different portions of the application.
 You can view these statistics in real time with the Statistics View as shown inFigure 3-4. To access the Statistics View, select DSP/BIOS→Statistics View.
 Figure 3-4. Statistics View Panel
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 Although statistics are accumulated in 32-bit variables on the target, they areaccumulated in 64-bit variables on the host. When the host polls the target forreal-time statistics, it resets the variables on the target. This minimizes spacerequirements on the target while allowing you to keep statistics for long testruns. The Statistics View can optionally filter the data arithmetically beforedisplaying it as shown in Figure 3-5.
 Figure 3-5. Target/Host Variable Accumulation
 By clearing the values on the target, the host allows the values displayed tobe much larger without risking lost data due to values on the target wrappingaround to 0. If polling of STS data is disabled or very infrequent, there is apossibility that the STS data wraps around, resulting in incorrect information.
 While the host clears the values on the target automatically, you can clear the64-bit objects stored on the host by right-clicking on the STS Data windowand choosing Clear from the shortcut menu.
 The host read and clear operations are performed with interrupts disabled toallow any thread to update any STS object reliably. For example, an HWIfunction can call STS_add on an STS object and no data is missing from anySTS fields.
 This instrumentation process provides minimal intrusion into the targetprogram. A call to STS_add requires approximately 20 instructions on theC5000 platform and 18 instructions on the C6000 platform. Similarly, an STSobject uses only eight or four words of data memory on the C5000 or C6000platforms, respectively. Data filtering, formatting, and computation of theaverage is done on the host.
 You can control the polling rate for statistics information with the RTA ControlPanel Property Page. If you set the polling rate to 0, the host does not poll thetarget for information about the STS objects unless you right-click on theStatistics View window and choose Refresh Window from the pop-up menu.
 Target Host
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 3.3.3.1 Statistics About Varying Values
 STS objects can be used to accumulate statistical information about a timeseries of 32-bit data values.
 For example, let Pi be the pitch detected by an algorithm on the ith frame ofaudio data. An STS object can store summary information about the timeseries {Pi}. The following code fragment includes the current pitch value in theseries of values tracked by the STS object:
 pitch = `do pitch detection`
 STS_add(&stsObj, pitch);
 The Statistics View displays the number of values in the series, the maximumvalue, the total of all values in the series, and the average value.
 3.3.3.2 Statistics About Time Periods
 In any real-time system, there are important time periods. Since a period isthe difference between successive time values, STS provides explicit supportfor these measurements.
 For example, let Ti be the time taken by an algorithm to process the ith frameof data. An STS object can store summary information about the time series{Ti}. The following code fragment illustrates the use of CLK_gethtime (high-resolution time), STS_set, and STS_delta to track statistical informationabout the time required to perform an algorithm:
 STS_set(&stsObj, CLK_gethtime());
 `do algorithm`
 STS_delta(&stsObj, CLK_gethtime());
 STS_set saves the value of CLK_gethtime as the contents of the previousvalue field (set value) in the STS object. STS_delta subtracts this set valuefrom the new value it is passed. The result is the difference between the timerecorded before the algorithm started and after it was completed; that is, thetime it took to execute the algorithm (Ti). STS_delta then invokes STS_addand passes this result as the new contents of the previous value field to betracked.
 The host can display the count of times the algorithm was performed, themaximum time to perform the algorithm, the total time performing thealgorithm, and the average time.
 The set value is the fourth component of an STS object. It is provided tosupport statistical analysis of a data series that consist of value differences,rather than absolute values.
 3-12
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 3.3.3.3 Statistics About Value Differences
 Both STS_set and STS_delta update the contents of the previous value fieldin an STS object. Depending on the call sequence, you can measure specificvalue differences or the value difference since the last STS update. Example3-1 shows code for gathering information about differences between specificvalues. Figure 3-6 shows current values when measuring differences fromthe base value.
 Example 3-1. Gathering Information About Differences in Values
 Figure 3-6. Current Value Deltas From One STS_set
 STS_set(&sts, targetValue); /* T0 */
 "processing"
 STS_delta(&sts, currentValue); /* T1 */
 "processing"
 STS_delta(&sts, currentValue); /* T2 */
 "processing"
 STS_delta(&sts, currentValue); /* T3 */
 "processing"
 Time TT1 T2T0 T3
 Previous value
 Delta
 Cu
 rre
 nt
 Va
 lue
 x
 Dx 3
 Dx 2
 Dx 1
 Current value
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 Example 3-2 gathers information about a value�s difference from a basevalue. Figure 3-7 illustrates the current value when measuring differencesfrom a base value.
 Example 3-2. Gathering Information About Differences from Base Value
 Figure 3-7. Current Value Deltas from Base Value
 The DSP/BIOS online help describes statistics objects and their parameters.See STS Module in the TMS320 DSP/BIOS API Reference Guide for yourplatform for information on the STS module API calls.
 STS_set(&sts, baseValue);
 "processing"
 STS_delta(&sts, currentValue);
 STS_set(&sts, baseValue); "processing"
 STS_delta(&sts, currentValue);
 STS_set(&sts, baseValue);
 "processing"
 STS_delta(&sts, currentValue);
 STS_set(&sts, baseValue);
 "processing"
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 Base value
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 3.3.4 Trace Manager (TRC Module)
 The TRC module allows an application to enable and disable the acquisitionof analysis data in real time. For example, the target can use the TRC moduleto stop or start the acquisition of data when it discovers an anomaly in theapplication�s behavior.
 Control of data gathering is important because it allows you to limit the effectsof instrumentation on program behavior, ensure that LOG and STS objectscontain the necessary information, and start or stop recording of events anddata values at run time.
 For example, by enabling instrumentation when an event occurs, you can usea fixed log to store the first n events after you enable the log. By disablingtracing when an event occurs, you can use a circular log to store the last nevents before you disable the log.
 3.3.4.1 Control of Explicit Instrumentation
 You can use the TRC module to control explicit instrumentation as shown inthis code fragment:
 if (TRC_query(TRC_USER0) == 0) {
 `LOG or STS operation`
 }
 Note:
 TRC_query returns 0 if all trace types in the mask passed to it are enabled,and is not 0 if any trace types in the mask are disabled.
 The overhead of this code fragment is just a few instruction cycles if thetested bit is not set. If an application can afford the extra program sizerequired for the test and associated instrumentation calls, it is very practicalto keep this code in the production application simplifying the developmentprocess and enabling field diagnostics. This is, in fact, the model used withinthe DSP/BIOS instrumented kernel.
 3.3.4.2 Control of Implicit Instrumentation
 The TRC module manages a set of trace bits that control the real-timecapture of implicit instrumentation data through logs and statistics objects.For greater efficiency, the target does not store log or statistics informationunless tracing is enabled. (You do not need to enable tracing for messagesexplicitly written with LOG_printf or LOG_event and statistics added withSTS_add or STS_delta.)
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 DSP/BIOS defines constants for referencing specific trace bits as shown inFigure 3-2. The trace bits allow the target application to control when to startand stop gathering system information. This can be important when trying tocapture information about a specific event or combination of events.
 Table 3-2. TRC Constants:
 Note: Updating Task Statistics
 If TSK_deltatime is not called by a task, its statistics will never be updatedin the Statistics View, even if TSK accumulators are enabled in the RTAControl Panel.
 TSK statistics are handled differently than other statistics because TSKfunctions typically run an infinite loop that blocks while waiting for otherthreads. In contrast, HWI and SWI functions run to completion withoutblocking. Because of this difference, DSP/BIOS allows programs to identifythe "beginning" of a TSK function's processing loop by calling TSK_settimeand the "end" of the loop by calling TSK_deltatime.
 Constant Tracing Enabled/Disabled DefaultTRC_LOGCLK Logs low-resolution clock interrupts off
 TRC_LOGPRD Logs system ticks and start of periodic functions off
 TRC_LOGSWI Logs posting, start, and completion of software interrupt functions off
 TRC_LOGTSK Logs events when a task is made ready, starts, becomes blocked, resumes execution, and terminates. This constant also logs semaphore posts.
 off
 TRC_STSHWI Gathers statistics on monitored register values within HWIs off
 TRC_STSPIP Counts the number of frames read from or written to data pipe off
 TRC_STSPRD Gathers statistics on the number of ticks elapsed during execution of periodic functions
 off
 TRC_STSSWI Gathers statistics on number of instruction cycles or time elapsed from post to completion of software interrupt
 off
 TRC_STSTSK Gather statistics on length of TSK execution from when a task is made ready to run until a call to TSK_deltatime() is made; measured in timer interrupt units or CLK ticks.
 off
 TRC_USER0and TRC_USER1
 Enables or disables sets of explicit instrumentation actions. You can use TRC_query to check the settings of these bits and either perform or omit calls based on the result. DSP/BIOS does not use or set these bits.
 off
 TRC_GBLHOST Simultaneously starts or stops gathering all enabled types of tracing. This bit must be set in order for any implicit instrumentation to be performed. This can be important if you are trying to correlate events of different types. This bit is usually set at run time on the host with the RTA Control Panel.
 off
 TRC_GBLTARG Controls implicit instrumentation. This bit must also be set in order for any implicit instrumentation to be performed, and can only be set by the target program.
 on
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 You can enable and disable these trace bits in the following ways:❏ From the host, use the RTA Control Panel as shown in Figure 3-8. This
 panel allows you to adjust the balance between information gatheringand time intrusion at run time. By disabling various implicit instrumenta-tion types, you lose information but reduce the overhead of processing.You can control the refresh rate for trace state information by right-clicking on the Property Page of the RTA Control Panel. If you set therefresh rate to 0, the host does not poll the target for trace stateinformation unless you right-click on the RTA Control Panel and chooseRefresh Window from the pop-up menu. Initially, all boxes on the RTAControl Panel are checked by default.
 Figure 3-8. RTA Control Panel Dialog Box.
 ❏ From the target code, enable and disable trace bits using theTRC_enable and TRC_disable operations, respectively. For example,the following C code disables tracing of log information for softwareinterrupts and periodic functions:TRC_disable(TRC_LOGSWI | TRC_LOGPRD);
 For example, in an overnight run you might be looking for a specificcircumstance. When it occurs, your program can perform the followingstatement to turn off all tracing so that the current instrumentationinformation is preserved:TRC_disable(TRC_GBLTARG);
 Any changes made by the target program to the trace bits are reflected in theRTA Control Panel. For example, you could cause the target program todisable the tracing of information when an event occurs. On the host, you cansimply wait for the global target enable check box to be cleared and thenexamine the log.
 Instrumentation 3-17

Page 78
                        

Implicit DSP/BIOS Instrumentation
 3.4 Implicit DSP/BIOS Instrumentation
 The instrumentation needed to allow the DSP/BIOS Analysis Tools to displaythe Execution Graph, system statistics, and CPU load are built automaticallyinto a DSP/BIOS program to provide implicit instrumentation. You can enabledifferent components of DSP/BIOS implicit instrumentation by using the RTAControl Panel Analysis Tool in Code Composer, as described in section3.4.4.2, Control of Implicit Instrumentation, page 3-15.
 DSP/BIOS instrumentation is efficient�when all implicit instrumentation isenabled, the CPU load increases less than one percent for a typicalapplication. See section 3.2, Instrumentation Performance, page 3-3, fordetails about instrumentation performance.
 3.4.1 The Execution Graph
 The Execution Graph is a special graph used to display information aboutSWI, PRD, TSK, SEM and CLK processing. You can enable or disablelogging for each of these object types at run time using the TRC module APIor the RTA Control Panel in the host. Semaphore posts on the ExecutionGraph are controlled by enabling or disabling TSK logging. The ExecutionGraph window, as shown in Figure 3-9, shows the Execution Graphinformation as a graph of the activity of each object.
 Figure 3-9. Execution Graph Window
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 CLK and PRD events are shown to provide a measure of time intervals withinthe Execution Graph. Rather than timestamping each log event, which isexpensive (because of the time required to get the timestamp and the extralog space required), the Execution Graph simply records CLK events alongwith other system events. As a result, the time scale on the Execution Graphis not linear.
 In addition to SWI, TSK, SEM, PRD, and CLK events, the Execution Graphshows additional information in the graphical display. Assertions areindications that either a real-time deadline has been missed or an invalidstate has been detected (either because the system log has been corruptedor the target has performed an illegal operation). The LOG_message state,which has the color green associated with it, appears on the Assertions traceline for LOG_message calls made by the user�s application. Errors generatedby internal log calls are shown in red on the Assertions trace line. Red boxeson the Assertions trace indicate a break in the information gathered from thesystem log.
 See section 4.1.5, Yielding and Preemption, page 4-8, for details on how tointerpret the Execution Graph information in relation to DSP/BIOS programexecution.
 3.4.2 The CPU Load
 The CPU load is defined as the percentage of instruction cycles that the CPUspends doing application work. That is, the percentage of the total time thatthe CPU is:
 ❏ Running hardware interrupts, software interrupts, tasks, or periodicfunctions
 ❏ Performing I/O with the host
 ❏ Running any user routine
 ❏ In power-save or haardware idle mode (�C55x only)
 When the CPU is not doing any of these, it is considered idle.
 To view the CPU Load Graph window, as seen in Figure 3-10, selectDSP/BIOS→CPU Load Graph.
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 Figure 3-10. CPU Load Graph Window
 All CPU activity is divided into work time and idle time. To measure the CPUload over a time interval T, you need to know how much time during thatinterval was spent doing application work (tw) and how much of it was idletime (ti). From this you can calculate the CPU load as follows:
 Since the CPU is always either doing work or in idle it is represented asfollows:
 You can rewrite this equation:
 You can also express CPU load using instruction cycles rather than timeintervals:
 Although the CPU is idle during power-save mode, which is supported on�C55x through the PWRM module, the DSP/BIOS idle loop cannot run. As aresult, the CPU load cannot be calculated and is shown as 100%.
 3.4.2.1 Measuring the CPU Load
 In a DSP/BIOS application, the CPU is doing work when any of the followingare occurring:
 ❏ hardware interrupts are serviced
 ❏ software interrupts and periodic functions are run
 ❏ task functions are run
 ❏ user functions are executed from the idle loop
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 ❏ HST channels are transferring data to the host
 ❏ real-time analysis data is uploaded to the DSP/BIOS Analysis Tools
 When the CPU is not performing any of those activities, it is going through theidle loop, executing the IDL_cpuLoad function, and calling the otherDSP/BIOS IDL objects. In other words, the CPU idle time in a DSP/BIOSapplication is the time that the CPU spends doing the routine in Example 3-3.
 To measure the CPU load in a DSP/BIOS application over a time interval T, itis sufficient to know how much time was spent going through the loop, shownin Figure 3-3, and how much time was spent doing application work.
 Example 3-3. The Idle Loop
 Over a period of time T, a CPU with M MIPS (million instructions per second)executes M x T instruction cycles. Of those instruction cycles, cw are spentdoing application work. The rest are spent executing the idle loop shown inExample 3-3. If the number of instruction cycles required to execute this looponce is l1, the total number of instruction cycles spent executing the loop is N x l1 where N is the number of times the loop is repeated over the period T.Hence, you have total instruction cycles equals work instruction cycles plusidle instruction cycles.
 From this expression you can rewrite cw as:
 3.4.2.2 Calculating the Application CPU Load
 Using the previous equations, you can calculate the CPU load in a DSP/BIOSapplication as:
 To calculate the CPU load you need to know l1 and the value of N for a chosentime interval T, over which the CPU load is being measured.
 ’Idle_loop:
 Perform IDL_cpuLoad
 Perform all other IDL functions (user/system functions)
 Goto IDL_loop’
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 The IDL_cpuLoad object in the DSP/BIOS idle loop updates an STS object,IDL_busyObj, that keeps track of the number of times the IDL_loop runs, andthe time as kept by the DSP/BIOS high-resolution clock (see section 4.9,Timers, Interrupts, and the System Clock, page 4-73). This information isused by the host to calculate the CPU load according to the equation above.
 The host uploads the STS objects from the target at the polling rate set in theRTA Control Panel Property Page. The information contained in IDL_busyObjis used to calculate the CPU load. The IDL_busyObj count provides ameasure of N (the number of times the idle loop ran). The IDL_busyObjmaximum is not used in CPU load calculation. The IDL_busyObj totalprovides the value T in units of the high-resolution clock.
 To calculate the CPU load you still need to know l1 (the number of instructioncycles spent in the idle loop). When the Auto calculate idle loop instructioncount box is checked for the Idle Function Manager in the Configuration Tool,DSP/BIOS calculates l1 at initialization from BIOS_init.
 The host uses the values described for N, T, l1, and the CPU MIPS tocalculate the CPU load as follows:
 3.4.3 Hardware Interrupt Count and Maximum Stack Depth
 You can track the number of times an individual HWI function has beentriggered by configuring the monitor parameter for an HWI object to track thestack pointer. An STS object is created automatically for each hardware ISRthat is monitored as shown in Figures 3-11 and 3-12.
 Figure 3-11. Monitoring Stack Pointers (C5000 platform)
 ������� ���
 �
 �---------� ���
 IVT
 00 : br isr0
 02 : br isr1
 2n : br isrn
 isr0
 isr1
 isrn
 IVT
 00 : br isr0
 02 : br stub1
 2n : br isrn
 isr0
 stub1
 isrn
 isr1
 Default Configuration Monitoring isr1
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 Figure 3-12. Monitoring Stack Pointers (C6000 platform)
 For hardware interrupts that are not monitored, there is no overhead�controlpasses directly to the HWI function. For interrupts that are monitored, controlfirst passes to a stub function generated by the configuration. This functionreads the selected data location, passes the value to the selected STSoperation, and finally branches to the HWI function.
 The enable HWI accumulations check box in the RTA Control Panel must beselected in order for HWI function monitoring to take place. If this type oftracing is not enabled, the stub function branches to the HWI function withoutupdating the STS object.
 The number of times an interrupt is triggered is recorded in the Count field ofthe STS object. When the stack pointer is monitored, the maximum valuereflects the maximum position of the top of the system stack when theinterrupt occurs. This can be useful for determining the system stack sizeneeded by an application. To determine the maximum depth of the stack,follow these steps (see Figure 3-13):
 1) Using the Configuration Tool right-click on the HWI object and selectProperties, and change the monitor field to Stack Pointer. You shouldalso change the operation field to STS_add(�*addr) and leave the otherdefault settings as they are.
 These changes give you the minimum value of the stack pointer in themaximum field of the STS object. This is the top of the stack, since thestack grows downward in memory.
 2) Link your program and use the nmti program, which is described inChapter 2, Utility Programs in the TMS320 DSP/BIOS API ReferenceGuide for your platform, to find the address of the end of the systemstack. Or, you can find the address in Code Composer by using aMemory window or the map file to find the address referenced by theGBL_stackend symbol. (This symbol references the top of the stack.)
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 3) Run your program and view the STS object that monitors the stackpointer for this HWI function in the Statistics View window.
 4) Subtract the minimum value of the stack pointer (maximum field in theSTS object) from the end of the system stack to find the maximum depthof the stack.
 The Kernel Object View displays stack information for all targets. (Seesection 3.5, Kernel Object View)
 Figure 3-13. Calculating Used Stack Depth
 3.4.4 Monitoring Variables
 In addition to counting hardware interrupt occurrences and monitoring thestack pointer, you can monitor any register or data value each time ahardware interrupt is triggered.
 This implicit instrumentation can be enabled for any HWI object. Suchmonitoring is not enabled by default. The performance of your interruptprocessing is not affected unless you enable this type of instrumentation inthe configuration. The statistics object is updated each time hardwareinterrupt processing begins. Updating such a statistics object consumesbetween 20 and 30 instructions per interrupt for each interrupt monitored.
 Con
 figur
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 LowAddress
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 GBL_stackend
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 UsedStack
 used stack depth = {GBL_stackend - min(SP)}
 STS_add(--*addr) = min(SP)
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 To enable implicit HWI instrumentation:
 1) Open the properties window for any HWI object and choose a register tomonitor in the monitor field.
 You can monitor any variable shown in Table 3-3, or you can monitornothing. When you choose to monitor a variable, the configurationautomatically creates an STS object to store the statistics for the variable.
 Table 3-3. Variables that can be Monitored with HWI
 2) Set the operation parameter to the STS operation you want to perform onthis value.
 You can perform one of the operations shown in Table 3-4 on the valuestored in the variable you select. For all these operations, the number oftimes this hardware interrupt has been executed is stored in the countfield (see Figure 3-5). The max and total values are stored in the STSobject on the target. The average is computed on the host.
 C54x Platform C55x Platform C6000 Platform C28x Platform
 Data Value Data Value Data Value Data Value
 Top of system stack Top of system stack
 Stack pointer Stack pointer Stack Pointer Stack Pointer
 General purpose reg-ister:
 General purpose register:
 General purpose register:
 General purpose register:
 agahalar0ar1ar2ar3ar4ar5
 ar6ar7bgbhbkblbrcifr
 imrpmstrearsast0st1ttimtrn
 ac0ac1ac2ac3brc0brc1ifr0ifr1imr0imr1retarea0
 rea1rptcrsa0rsa1st0st1st2st3t0t1t2t3
 trn0trn1xar0xar1xar2xar3xar4xar5xar6xar7xcdpxdp
 a0a1a2a3a4a5a6a7a8a9a10a11
 a12a13a14a15a16- a31 (C64x only)b0b1b2b3b4b5
 b6b7b8b9b10b11b12b13b14b1b16- b31 (C64x only)
 ahalidpifrier
 phplst0st1ttl
 xar0xar1xar2xar3xar4xar5xar6xar7
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 Table 3-4. STS Operations and Their Results
 3) You may also set the properties of the corresponding STS object to filterthe values of this STS object on the host.
 For example, you might want to watch the top of the system stack to seewhether the application is exceeding the allocated stack size. The top of thesystem stack is initialized to 0xBEEF on the C5000 platform and to0xC0FFEE on the C6000 platform when the program is loaded. If this valueever changes, the application has either exceeded the allocated stack orsome error has caused the application to overwrite the application�s stack.
 One way to watch for the allocated stack size being exceeded is to followthese steps:
 1) In the configuration, enable implicit instrumentation on any regularlyoccurring HWI function. Right-click on the HWI object, select Properties,and change the monitor field to Top of SW Stack with STS_delta(*addr)as the operation.
 2) Set the prev property of the corresponding STS object to 0xBEEF on theC5000 and C2800 platform or to 0xC0FFEE on the C6000 platform.
 STS Operation Result
 STS_add( *addr ) Stores maximum and total for the data value or register value
 STS_delta( *addr ) Compares the data value or register value to the prev property of the STS object (or avalue set consistently with STS_set) and stores the maximum and total differences.
 STS_add( -*addr ) Negates the data value or register value and stores the maximum and total. As aresult, the value stored as the maximum is the negated minimum value. The totaland average are the negated total and average values.
 STS_delta( -*addr ) Negates the data value or register value and compares the data value or registervalue to the prev property of the STS object (or a value set programmatically withSTS_set). Stores the maximum and total differences. As a result, the value storedas the maximum is the negated minimum difference.
 STS_add( |*addr| ) Takes the absolute value of the data value or register value and stores the maximumand total. As a result, the value stored as the maximum is the largest negative orpositive value. The average is the average absolute value.
 STS_delta( |*addr| ) Compares the absolute value of the register or data value to the prev property of theSTS object (or a value set programmatically with STS_set). Stores the maximumand total differences. As a result, the value stored as the maximum is the largestnegative or positive difference and the average is the average variation from thespecified value.
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 3) Load your program in Code Composer and use the Statistics View toview the STS object that monitors the stack pointer for this HWI function.
 4) Run your program. Any change to the value at the top of the stack is seenas a non-zero total (or maximum) in the corresponding STS object.
 3.4.5 Interrupt Latency
 Interrupt latency is the maximum time between the triggering of an interruptand when the first instruction of the HWI executes. You can measure interruptlatency for the timer interrupt by following the appropriate steps for yourplatform:
 1) Configure the HWI_TINT object to monitor the tim register.
 2) Set the operation parameter to STS_add(-*addr).
 3) Set the host operation parameter of the HWI_TINT_STS object to A*x +B. Set A to 1 and B to the value of the PRD Register (shown in the globalCLK properties list).
 Note:It is currently not possible to calculate interrupt latency on the C5500 usingDSP/BIOS because the C55x timer access is outside data space.
 1) Configure the HWI object specified by the CPU Interrupt property of theCLK Manager to monitor a Data Value.
 2) Set the addr parameter to the address of the timer counter register for theon-device timer used by the CLK Manager.
 3) Set the type to unsigned.
 4) Set the operation parameter to STS_add(*addr).
 5) Set the Host Operation parameter of the corresponding STS object,HWI_INT14_STS, to A * X + B. Set A to 4 and B to 0.
 1) Configure the HWI_TINT object to monitor the tim register.
 2) Set the operation parameter to STS_add(*addr).
 3) Set the host operation parameter of the HWI_TINT_STS object to A*x +B. Set A to -1 and B to the value of the PRD register.
 The STS objects HWI_TINT_STS (C5000) or HWI_INT14_STS (C6000) thendisplay the maximum time (in instruction cycles) between when the timerinterrupt was triggered and when the Timer Counter Register was able to beread. This is the interrupt latency experienced by the timer interrupt. Theinterrupt latency in the system is at least as large as this value.
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 3.5 Kernel Object View
 The Kernel Object View tool shows the current configuration, state, andstatus of DSP/BIOS objects running on the target.
 To open the Kernel Object View in Code Composer Studio, click the toolbaricon show here or choose DSP/BIOS→Kernel/Object View. If you like, youcan open more than one Kernel Object View. The view contains three areas:
 ❏ Tree View Area. On the left, the Kernel Object View provides a tree viewof DSP/BIOS objects in the application.
 ❏ Property View Area. On the right, various properties for the selectedobject or objects are shown in a table.
 ❏ Status Bar. The status bar at the bottom of the view shows which regionthe program is executing (Kernel or Application). The kernel region isDSP/BIOS code that cannot be stepped into; the application region isyour program code.
 The status bar also shows the currently running TSK or SWI thread.
 Figure 3-14. Kernel Object View Showing Top-Level List and Count of Objects
 Note: Refreshing Kernel Object View Data
 Unlike other DSP/BIOS analysis tools, the Kernel Object View data isrefreshed only when the target is halted (as at a breakpoint) or if you right-click on the Kernel Object View and choose Refresh from the pop-up menu.The target is halted briefly to perform the data transfer. The data in this viewis not refreshed at run-time via the DSP/BIOS idle thread. Any data thatchanged from the previous update is shown in red.
 Status Bar
 Tree View Area Property View Area
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 3.5.1 Using the Tree View
 You can use the tree view on the left of the view to enable or disable datadisplay for various types of objects and to select which objects are listed onthe right. The object types listed are KNL (system-wide information), TSK,SWI, MBX, SEM, MEM, BUF, SIO, and DEV. The list includes both statically-and dynamically-created objects.
 To disable updates for a particular type of object, removethe checkmark from the box next to the module name. Bydefault, the SIO and DEV types are disabled to minimizethe performance impact. You can further improveperformance by disabling other object types. Forexample, you may be interested in only thread-relatedobjects (TSK, SWI, MBX, and SEM) or only memory-related objects (MEM and BUF).
 When you expand a type, you see a list of all the objectsof that type. This includes all statically-created objectsand any dynamically-created objects that existed the last time the data wasrefreshed. If a dynamically-created object does not have a name, a name isgenerated and shown in angle brackets (for example, <task1>).
 If you click on an object in the tree view, the right side of the window listsvarious properties for that object. You can select multiple objects using theCtrl or Shift keys. You can also select an object type to list the properties ofall objects of that type.
 Figure 3-15. Kernel Object View Showing TSK Properties
 If you select multiple objects of different types, the Kernel Object View showsthe columns for the first-selected object. If any of the other types selectedhave columns in common (for example, MBX and SEM columns are similar),it displays values in those common columns.
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 3.5.2 Using the Right-Click Menu
 To control the Kernel Object View, right-click onany blank space in the view to see the right-clickmenu.
 In addition to the view positioning commandsprovided for all Code Composer Studio views,this menu contains the following commands:
 ❏ Property Page. Opens a dialog that allowsyou to change the title bar of the KernelObject View and the default output file usedwhen you choose the Save Server Datacommand.
 ❏ Refresh. Updates data shown in the Kernel Object View. Briefly halts thetarget to perform the data transfer. Data is also refreshed when the targetis halted for other reasons, such as at a breakpoint. Unlike otherDSP/BIOS analysis tools, the Kernel Object View data is not refreshed atrun-time via the DSP/BIOS idle thread.
 ❏ Reset Layout. Sets the column widths, column order, and sort orderback to their defaults.
 ❏ Global Radix Change. Choose whether to displayall numeric values�including addresses andcounts�as decimals, octals, hexadecimals. Or, youcan reset all columns to their defaults. You can alsoright-click on the header for a numeric column in theproperty list and choose to display that column asdecimal, octal, or hexadecimal values.
 ❏ Save Server Data. Saves the current data to a file. The default file isKOV_Data.txt, but this can be changed using the Property Pagecommand in the right-click menu.
 The file contains comma-separated data, which can easily be importedby a spreadsheet. For each object type, a separate data row is providedwith the column headings shown in the Kernel Object View.
 All the data read from the target during the last update is included in thefile. If multiple Kernel Object View windows are open and updates fordifferent object types are enabled in each, the file includes data for objecttypes enabled in any of the views. If updates to one or all Kernel ObjectViews are globally disabled, the data stored in memory (and thus savedto this file) is still updated when the target is halted. Only updates to thedisplayed data are disabled.
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 ❏ Save Server Data As. Prompts for a file name and location and savesthe current data to that file. The format is the same as for the Save ServerData command.
 ❏ Manual Refresh Mode/Auto Refresh Mode. In auto refresh mode (thedefault), data is automatically updated whenever the processor is halted.In manual refresh mode, you must use the Refresh command in this right-click menu to refresh the data. For performance reasons, you may wantto disable automatic updates when you are single-stepping through codeor running through multiple break points. The status bar shows whetherthe Kernel Object View is in Auto or Manual refresh mode.
 3.5.3 Properties Shown for Various Object Types
 The Kernel Object View shows various properties for each type of object. Theproperties for each object type are described in the subsections that follow.
 Any data that changes since the previous update is shown in red.
 You can sort the table of property values by clicking column headings. Youcan resize columns by dragging the borders between column headings. Youcan reorder columns by dragging column headings.
 If the peak amount of stack used for any stack is equal to the size of thatstack, the peak size is highlighted in red and an error message is added tothe tree view.
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 3.5.3.1 Kernel
 The kernel (KNL) item shows system-wide information. The properties listedare as follows.
 Figure 3-16. Kernel Properties
 ❏ Name. Always KNL, there are no objects of type KNL.
 ❏ System Time. This is the current value of the clock that is used for timerfunctions and alarms for tasks. The clock is set up during configuration(PRD_clk) in CLK - Clock Manager. This is only used when tasks areenabled in the Task Manager (TSK). When tasks are disabled, the timefield remains zero.
 ❏ Start of Stack. Beginning address of the global stack used by theapplication.
 ❏ Size of Stack. Size of the global stack.
 ❏ Stack Peak. Peak amount of the global stack used at any one time.
 ❏ Start of SysStack. Beginning address of the system stack. (C55x only)
 ❏ Size of SysStack. Size of the system stack. (C55x only)
 ❏ SysStack Peak. Peak amount of the system stack used at any one time.(C55x only)
 3.5.3.2 Tasks
 The properties listed for tasks (TSK) are as follows:
 Figure 3-17. Task Properties
 ❏ Name. The name of the task. The name is taken from the label forstatically-configured tasks and is generated for dynamically-createdtasks. The label matches the name in the configuration.
 ❏ Handle. The address of the task object header on the target.
 ❏ State. The current state of the task: Ready, Running, Blocked, orTerminated.
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 ❏ Priority. The task�s priority as set in the configuration or as set by the API.Valid priorities are 0 through 15.
 ❏ Timeout. If blocked with a timeout, the clock value at which the taskalarm will occur.
 ❏ Blocked On. If blocked on a semaphore or mailbox, the name of theSEM or MBX object the task is blocked on. For example, the followingfigure shows one task blocked with a timeout, three tasks blocked onsemaphores, and one task running. You can right-click on the item a taskis blocked on and choose the Go To command to display informationabout that item in the Kernel Object View.
 ❏ Start of Stack. Beginning address of the task stack.
 ❏ Stack Size. Size of the task stack.
 ❏ Stack Peak. Peak amount of the task stack used at any one time.
 ❏ Start of SysStack. Beginning address of the system stack. (C55x only)
 ❏ Size of SysStack. Size of the system stack. (C55x only)
 ❏ SysStack Peak. Peak amount of the system stack used at any one time.(C55x only)
 3.5.3.3 Software Interrupts
 The properties listed for software interrupts (SWI) are as follows.
 Figure 3-18. Software Interrupt Properties
 ❏ Name. The name of the software interrupt object. The name is taken fromthe label for statically-configured software interrupts and is generated fordynamically-created software interrupts. The label matches the name inthe configuration.
 ❏ Handle. The address of the software interrupt object header on thetarget.
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 ❏ State. The software interrupt�s current state. Valid states are Inactive,Ready, and Running.
 ❏ Priority. The software interrupt�s priority as set in the configuration orduring creation. Valid priorities are 0 through 15.
 ❏ Mailbox Value. The software interrupt�s current mailbox value.
 ❏ Function. The name of the function called by this software interrupt.
 ❏ arg0, arg1. The arguments sent to the function by this software interrupt.These are set in the configuration or during creation.
 ❏ Function Address. The address of the function on the target.
 3.5.3.4 Mailboxes
 The properties listed for mailboxes (MBX) are as follows:
 Figure 3-19. Mailbox Properties
 ❏ Name. The name of the mailbox. The name is taken from the label forstatically-configured mailboxes and is generated for dynamically-createdmailboxes. The label matches the name in the configuration.
 ❏ Handle. The address of the mailbox object header on the target.
 ❏ # Tasks Pending. The number of tasks currently blocked waiting to reada message from this mailbox.
 ❏ Tasks Pending. A pull-down list of the names of tasks currently blockedwaiting to read a message from this mailbox. You can right-click on theselected task and choose the Go To command to display that task in theKernel Object View.
 ❏ # Tasks Blocked Posting. The number of tasks currently blockedwaiting to write a message to this mailbox.
 ❏ Tasks Posting. A pull-down list of the names of tasks currently blockedwaiting to write a message to this mailbox. You can right-click on theselected task and choose the Go To command to display that task in theKernel Object View.
 ❏ # Msgs. The current number of messages that the mailbox contains.
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 ❏ Max Msgs. The maximum number of messages the mailbox can hold.This matches the value set during configuration or creation.
 ❏ Msg Size. The size of each message in the processor�s minimumaddressable data units (MADUs). This matches the values set duringconfiguration or creation.
 ❏ Mem Segment. The name of the memory segment in which the mailboxis located. You can right-click on a segment name and choose the Go Tocommand to display that MEM segment in the Kernel Object View.
 3.5.3.5 Semaphores
 The properties listed for semaphores (SEM) are as follows.
 Figure 3-20. Semaphore Properties
 ❏ Name. The name of the semaphore. The name is taken from the label forstatically-configured semaphores and is generated for dynamically-created semaphores. The label matches the name in the configuration.
 ❏ Handle. The address of the semaphore object header on the target.
 ❏ Count. The current semaphore count. This is the number of pends thatcan occur before blocking.
 ❏ # Tasks Pending. The number of tasks currently pending on thesemaphore.
 ❏ Tasks Pending. A pull-down list of the names of tasks pending on thesemaphore. You can right-click on the selected task and choose the GoTo command to display that task in the Kernel Object View.
 3.5.3.6 Memory
 DSP/BIOS allows you to configure memory segment objects. A segment mayor may not contain a heap from which memory may be allocated dynamically.The Kernel Object View focuses on displaying the properties of dynamicmemory heaps within memory segment objects. The properties listed formemory segments and heaps (MEM) are as follows.
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 Figure 3-21. Memory Properties
 ❏ Name. The name of a memory segment object as configured.
 ❏ Largest Free Block. The maximum amount of contiguous memory thatis available for allocation in the heap within this memory segment.
 ❏ Free Mem. The total amount of memory (in MADUs) that is not in use bythe application and is free to be allocated from the heap.
 ❏ Used Mem. The amount of memory (in MADUs) that has been allocatedfrom the heap. If this value is equal to the total size, a warning is indicatedby coloring this field red.
 ❏ Total Size. The total number of minimum addressable units (MADUs) inthe heap.
 ❏ Start Address. The starting location of the heap.
 ❏ End Address. The ending location of the heap.
 ❏ Mem Segment. The number of the memory segment in which the heapis located.
 3.5.3.7 Buffer Pools
 The properties listed for buffer pools (BUF) are as follows.
 Figure 3-22. Buffer Pool Properties
 ❏ Name. The name of the buffer pool object. The name is taken from thelabel for statically-configured pools and is generated for dynamically-created pools. The label matches the name in the configuration.
 ❏ Segment ID. The name of the memory segment in which the buffer poolexists.
 ❏ Size of Buffer. The size (in MADUs) of each memory buffer inside thebuffer pool.
 ❏ # Buffers in Pool. The number of buffers in the buffer pool.
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 ❏ # Free Buffers. The current number of available buffers in the bufferpool.
 ❏ Pool Start Address. The address on the target where the buffer poolstarts.
 ❏ Max Buffers Used. The peak number of buffers that have been used inthe pool.
 3.5.3.8 Stream I/O Objects
 The Kernel Object View provides severallevels of information about stream I/O (SIO)objects. The first level in the tree below theSIO type lists SIO objects configured orcreated within the application. Below eachSIO object, there is an item for Frames ToDevice and Frames From Device, which inturn contains a list of the frames currently inthe device->todevice and device->fromdevice queues.
 The properties listed for SIO objects shown in the tree are as follows.
 Figure 3-23. Stream I/O Properties
 ❏ Name. The name of the stream I/O object. The name is taken from thelabel for statically-configured objects and is generated for dynamically-created objects. The label matches the name in the configuration.
 ❏ Handle. The address of the stream I/O object header on the target.
 ❏ Mode. Input or Output
 ❏ I/O Model. Standard (allocate buffers when stream is created) orIssue/Reclaim (allocate the buffers and supply them using SIO_issue)
 ❏ Device Name. The name of the attached device. Blank if DEV is notenabled. Right-click on a device name and choose the Go To commandto display information about that device in the Kernel Object View.
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 ❏ Device ID. The ID of the attached device.
 ❏ Num Frames to Device. The number of frames in the ToDevice queue.
 ❏ Num Frames from Device. The number of frames in the FromDevicequeue.
 ❏ Timeout. Timeout for I/O operations.
 ❏ Buffer Size. The size of the buffer.
 ❏ Number of Buffers. The number of buffers for the stream.
 ❏ Buffer Alignment. Memory alignment if Model is Standard.
 ❏ Mem Segment. The name of the memory segment to contain the streambuffers if Model is Standard.
 If you select the Frames To Device and/or Frames From Device queues foran SIO object, the properties listed are as follows.
 Figure 3-24. SIO Handle Properties
 ❏ Name. The name of the queue. Either Frames To Device or Frames FromDevice.
 ❏ Handle. The address of the first frame element of the queue.
 ❏ Number of Elements. The number of frame elements currently in thequeue.
 If you select one or more frames for an SIO queue, the properties listed areas follows.
 Figure 3-25. SIO Frame Properties
 ❏ Name. The name of the queue.
 ❏ Handle. The address of the queue on the target.
 ❏ Previous. The address of the previous frame in the queue.
 ❏ Next. The address of the next frame in the queue.
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 3.5.3.9 DEV Devices
 The properties listed for device objects (DEV) are as follows.
 Figure 3-26. Device Properties
 ❏ Name. The name of the device object. The name is taken from the labelfor statically-configured devices and is generated for dynamically-createddevices. The label matches the name in the configuration.
 ❏ Device ID. The ID for the device.
 ❏ Type. The type of device. May be DEV_Fxns or IOM_Fxns.
 ❏ Stream. The I/O stream to which the device is attached.
 ❏ Device Function. The address of the device functions.
 ❏ Device Functions. A pull-down listof the functions in the function tablelike the list shown here.
 ❏ Device Parameters. The address ofthe device-specific parameters.
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 3.6 Thread-Level Debugging
 Code Composer Studio includes a Thread-Level Debugging feature. Thisfeature can be used to debug DSP/BIOS TSKs and SWIs on a thread-by-thread basis. When you use it, a separate Code Composer Studio windowopens for the thread you choose to debug. In that window, you can:
 ❏ Run/halt the thread.
 ❏ Set/remove breakpoints to halt execution within a thread.
 ❏ Step through the code of a thread.
 ❏ Display information about the current state of the thread.
 ❏ Read/write to memory.
 3.6.1 Enabling Thread-Level Debugging
 DSP/BIOS is the default operating system for Thread-Level Debugging. If youalso work with other DSP operating systems, you may need to reselectDSP/BIOS. Code Composer Studio remembers your latest OS selection infuture sessions. If you have changed the default OS, follow these steps tochange it back to DSP/BIOS:
 1) Select Tools→OS Selector to open the OS Selector window.
 2) From the Current OS drop-down list, select DSP/BIOS. If multipleversions of DSP/BIOS are listed, choose the version you are using.
 3) Right-click in the OS Selector window, and select Close from the pop-upmenu.
 To use Thread-Level Debugging, you must first enable it once during eachCode Composer Studio session. You can enable this feature as follows eitherbefore or after you load an application for debugging:
 1) Select Debug→Enable Thread-Level Debugging. (Opening the KernelObject View automatically enables Thread-Level debugging.)
 3.6.2 Opening a Thread Control Window
 To begin using Thread-Level Debugging, follow these steps:
 1) Load and run your application within Code Composer Studio.
 2) Select View→Threads. You will see a list of the SWI and TSK threads inyour application.
 � The list is updated whenever the target is halted. However, you canchoose Refresh Threads if you want to update this list.
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 � If there are more than 10 threads, you can open a thread selectiondialog.
 � Choose Current Thread to select the currently running thread.
 � The list includes both statically and dynamically created TSKs andSWIs.
 � The list does not include DSP/BIOS kernel threads for which sourcecode is not provided. For example, you cannot debug the KNL_swi,PRD_swi, and TSK_idle threads.
 3) When you select a thread, a separate Code Composer Studio windowopens. This is the debugging window for that thread.
 The original Code Composer Studio window says "CPU" in the title bar.That window is called the CPU Control Window, and it allows you todebug the entire application.
 The new Code Composer Studio window shows the name of the threadyou selected in the title bar. That window is called a Thread ControlWindow, and it allows you to debug that thread only. All windows showwhich thread is currently running in the status bar. Thread Controlwindows also show the status of the window�s thread in the status bar.
 3.6.3 Using a Thread Control Window
 In the CPU Control Window, you can debug a single program running on thetarget processor. The Code Composer Studio debugger is unaware of anyDSP/BIOS threads in the target program. When any breakpoint isencountered, the CPU halts until you choose to continue execution.
 In a Thread Control Window, all the usual Code Composer Studio debuggingoperations are available. However, it is important to remember that alloperations performed are executed in the context of that thread. For example,when debugging in a Thread Control Window, the Code Composer Studiodebugger first checks to see if a breakpoint applies to the current thread. If itdoes not, the debugger automatically continues execution to the nextbreakpoint.
 Due to the stop-mode nature of Thread-Level Debugging, the entire target ishalted at the CPU level. This prevents DSP/BIOS from running higher-prioritythreads while the target is halted. Thus thread scheduling in DSP/BIOS maydeviate from normal real-time behavior.
 A Thread Control Window is active only when that thread exists. If the threadis terminated, debugging tools in the window are grayed out. If the thread isre-posted or re-created, the window becomes active again.
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 Debugging activities have the following behaviors in Thread ControlWindows:
 ❏ Run and Step commands. When the target is halted as a result of athread-level operation, only the CPU Control Window and the ThreadControl Window of the current thread can perform run and stepcommands.
 Note that you cannot step into DSP/BIOS API functions. Source code isnot provided for such functions. Instead, the debugger automaticallysteps over these functions. Stepping over a DSP/BIOS function whenyou request a step-into may take noticeably more time than choosing tostep over such functions.
 ❏ Breakpoints. You can set and remove breakpoints in any controlwindow, no matter whether that thread is current at the time. However,breakpoints you set or clear in a Thread Control Window affect only thatthread. If another thread runs the same code, the breakpoint is not visiblytriggered. (However, the CPU is briefly halted and then automatically runagain if a breakpoint is reached in shared code being run by a thread forwhich the breakpoint is not set.)
 ❏ Halt commands. Any control window can issue a halt command whenthe target is running. The halt command has the following resultsdepending on where it is issued:
 When the target program is halted, data is read from the target to updatesuch stop-mode debugging tools as the Kernel Object View.
 Thread Type If Current If Non-Current
 SWI Halt at the current point of execution.
 Halt when the SWI is re-entered (not when it is resumed).Thread Control Window shows "Thread Halting" in the status bar until this thread becomes current.
 TSK Halt at the current point of execution.
 Halt when this TSK resumes execution.Thread Control Window shows "Thread Halting" in the status bar until this thread becomes current.
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 ❏ Register manipulation. When the target is halted, the control windowsprovide the following access to registers:
 Unavailable register values are marked with 0xBEEF. Writing to anunavailable register results in an error.
 ❏ Memory manipulation. Memory read and writes apply globally to allcontrol windows. Modifying a memory location in a Thread ControlWindow has the same effect as modifying it in the CPU Control Window.
 ❏ Call stack viewing. Thread Control Windows for tasks do not showTSK_exit in the call stack. This call is shown in the CPU Control Window.The current Thread Control Window shows the same call stack as theCPU Control Window. Non-current Thread Control Windows show thefunction at which they resume execution on the call stack.
 Thread Type If Current If Non-Current
 SWI Full read/write access to all registers.
 No access to registers.
 TSK Full read/write access to all registers.
 Access only to registers that are context saved.
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 3.7 Instrumentation for Field Testing
 The embedded DSP/BIOS run-time library and DSP/BIOS Analysis Toolssupport a new generation of testing and diagnostic tools that interact withprograms running on production systems. Since DSP/BIOS instrumentationis so efficient, your production program can retain explicit instrumentation foruse with manufacturing tests and field diagnostic tools, which can bedesigned to interact with both implicit and explicit instrumentation.
 3.8 Real-Time Data Exchange
 Real-Time Data Exchange (RTDX) provides real-time, continuous visibilityinto the way DSP applications operate in the real world. The RTDX plug-insallow system developers to transfer data between a host computer and DSPdevices without interfering with the target application. The data can beanalyzed and visualized on the host using any OLE automation client. Thisshortens development time by giving you a realistic representation of the wayyour system actually operates.
 Note:
 RTDX is occasionally not supported for the initial releases of a new DSPdevice or board.
 RTDX consists of both target and host components. A small RTDX softwarelibrary runs on the target DSP. The DSP application makes function calls tothis library�s API in order to pass data to or from it. This library makes use ofa scan-based emulator to move data to or from the host platform via a JTAGinterface. Data transfer to the host occurs in real time while the DSPapplication is running.
 On the host platform, an RTDX host library operates in conjunction with CodeComposer Studio. Displays and analysis tools communicate with RTDX viaan easy-to-use COM API to obtain the target data and/or to send data to theDSP application. Designers can use their choice of standard software displaypackages, including:
 ❏ LabVIEW from National Instruments ❏ Real-Time Graphics Tools from Quinn-Curtis ❏ Microsoft Excel
 Alternatively, you can develop your own Visual Basic or Visual C++applications. Instead of focusing on obtaining the data, you can concentrateon designing the display to visualize the data in the most meaningful way.
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 3.8.1 RTDX Applications
 RTDX is well suited for a variety of control, servo, and audio applications. Forexample, wireless telecommunications manufacturers can capture theoutputs of their vocoder algorithms to check the implementations of speechapplications.
 Embedded control systems also benefit from RTDX. Hard disk drivedesigners can test their applications without crashing the drive with impropersignals to the servo-motor. Engine control designers can analyze changingfactors (like heat and environmental conditions) while the control applicationis running.
 For all of these applications, you can select visualization tools that displayinformation in a way that is most meaningful to you.
 3.8.2 RTDX Usage
 RTDX can be used with or without DSP/BIOS. The target programs in thevolume4, hostio1, and hostio2 examples in the c:\ti\tutorial folder tree useRTDX in conjunction with various DSP/BIOS modules. The examples in thec:\ti\examples\target\rtdx folder tree use RTDX without DSP/BIOS
 RTDX is available with the PC-hosted Code Composer Studio runningWindows 98, or Windows NT version 4.0. RTDX in simulation is supported.
 This document assumes that the reader is familiar with C, Visual Basic orVisual C++, and OLE/ActiveX programming.
 3.8.3 RTDX Flow of Data
 Code Composer Studio data flow between the host (PC) and the target (TIprocessor) as shown in Figure 3-27.
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 Figure 3-27. RTDX Data Flow between Host and Target
 3.8.3.1 Target to Host Data Flow
 To record data on the target, you must declare an output channel and writedata to it using routines defined in the user interface. This data is immediatelyrecorded into an RTDX target buffer defined in the RTDX target library. Thedata in the buffer is then sent to the host via the JTAG interface.
 The RTDX host library receives this data from the JTAG interface and recordsit. The host records the data into either a memory buffer or to an RTDX logfile (depending on the RTDX host recording mode specified).
 The data can be retrieved by any host application that is an OLE automationclient. Some typical examples of OLE-capable host applications are:
 ❏ Visual Basic applications❏ Visual C++ applications❏ Lab View❏ Microsoft Excel
 Typically, an RTDX OLE automation client is a display that allows you tovisualize the data in a meaningful way.
 3.8.3.2 Host to Target Data Flow
 For the target to receive data from the host, you must first declare an inputchannel and request data from it using routines defined in the user interface.The request for data is recorded into the RTDX target buffer and sent to thehost via the JTAG interface.
 Host Target
 JTAGinterfaceOLE
 automationclient
 (optional)log file
 RTDX TargetLibrary
 Target DSPapplication
 CodeComposerOLE
 interface User interfaceRTDX host
 library
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 An OLE automation client can send data to the target using the OLEInterface. All data to be sent to the target is written to a memory buffer withinthe RTDX host library. When the RTDX host library receives a read requestfrom the target application, the data in the host buffer is sent to the target viathe JTAG interface. The data is written to the requested location on the targetin real time. The host notifies the RTDX target library when the operation iscomplete.
 3.8.3.3 RTDX Target Library User Interface
 The user interface provides the safest method of exchanging data between atarget application and the RTDX host library.
 The data types and functions defined in the user interface handle thefollowing functions:
 ❏ Enable a target application to send data to the RTDX host library
 ❏ Enable a target application to request data from the RTDX host library
 ❏ Provide data buffering on the target. A copy of your data is stored in atarget buffer prior to being sent to the host. This action helps ensure theintegrity of the data and minimizes real-time interference.
 ❏ Provide interrupt safety. You can call the routines defined in the userinterface from within interrupt handlers.
 ❏ Ensure correct utilization of the communication mechanism. It is arequirement that only one datum at a time can be exchanged betweenthe host and target using the JTAG interface. The routines defined in theuser interface handle the timing of calls into the lower-level interfaces.
 3.8.3.4 RTDX Host OLE Interface
 The OLE interface describes the methods that enable an OLE automationclient to communicate with the RTDX host library.
 The functions defined in the OLE interface:
 ❏ Enable an OLE automation client to access the data that was recorded inan RTDX log file or is being buffered by the RTDX Host Library
 ❏ Enable an OLE automation client to send data to the target via the RTDXhost library
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 3.8.4 RTDX Modes
 The RTDX host library provides the following modes of receiving data from atarget application:
 ❏ Non-continuous. The data is written to a log file on the host.Noncontinuous mode should be used when you want to capture a finiteamount of data and record it in a log file.
 ❏ Continuous. The data is simply buffered by the RTDX host library; it isnot written to a log file. Continuous mode should be used when you wantto continuously obtain and display the data from a DSP application, andyou don't need to store the data in a log file.
 Note:
 To drain the buffer(s) and allow data to continuously flow up from the target,the OLE automation client must read from each target output channel on acontinual basis. Failure to comply with this constraint may cause data flowfrom the target to cease, thus reducing the data rate, and possibly resultingin channels being unable to obtain data. In addition, the OLE automationclient should open all target output channels on startup to avoid data lossto any of the channels.
 3.8.5 Special Considerations When Writing Assembly CodeThe RTDX functionality in the user library interface can be accessed by atarget application written in assembly code.
 See TMS320C54x Optimizing Compiler User�s Guide, TMS320C55xOptimizing Compiler User�s Guide, or TMS320C6000 Optimizing CompilerUser�s Guide for information about the C calling conventions, run-timeenvironment, and run-time-support functions applicable to your platform.
 3.8.6 Target Buffer SizeThe RTDX target buffer is used to temporarily store data that is waiting to betransferred to the host. You may want to reduce the size of the buffer if youare transferring only a small amount of data. Alternately, you may need toincrease the size of the buffer if you are transferring blocks of data larger thanthe default buffer size.
 Using the Configuration Tool you can change the RTDX buffer size by right-clicking on the RTDX module and selecting Properties.
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 3.8.7 Sending Data From Target to Host or Host to Target
 The user library interface provides the data types and functions for:
 ❏ Sending data from the target to the host❏ Sending data from the host to the target
 The following data types and functions are defined in the header file rtdx.h.They are available via DSP/BIOS or standalone.
 ❏ Declaration Macros
 � RTDX_CreateInputChannel� RTDX_CreateOutputChannel
 ❏ Functions
 � RTDX_channelBusy � RTDX_disableInput � RTDX_disableOutput � RTDX_enableOutput � RTDX_enableInput � RTDX_read � RTDX_readNB � RTDX_sizeofInput � RTDX_write
 ❏ Macros
 � RTDX_isInputEnabled � RTDX_isOutputEnabled
 See the TMS320 DSP/BIOS API Reference Guide for your platform fordetailed descriptions of all RTDX functions.
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Chapter 4
 Thread Scheduling
 This chapter describes the types of threads a DSP/BIOS program can use,their behavior, and their priorities during program execution.
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Overview of Thread Scheduling
 4.1 Overview of Thread Scheduling
 Many real-time DSP applications must perform a number of seeminglyunrelated functions at the same time, often in response to external eventssuch as the availability of data or the presence of a control signal. Both thefunctions performed and when they are performed are important.
 These functions are called threads. Different systems define threads eithernarrowly or broadly. Within DSP/BIOS, the term is defined broadly to includeany independent stream of instructions executed by the DSP. A thread is asingle point of control that can contain a subroutine, an interrupt serviceroutine (ISR), or a function call.
 DSP/BIOS enables your applications to be structured as a collection ofthreads, each of which carries out a modularized function. Multithreadedprograms run on a single processor by allowing higher-priority threads topreempt lower-priority threads and by allowing various types of interactionbetween threads, including blocking, communication, and synchronization.
 Real-time application programs organized in such a modular fashion�asopposed to a single, centralized polling loop, for example�are easier todesign, implement, and maintain.
 DSP/BIOS provides support for several types of program threads withdifferent priorities. Each thread type has different execution and preemptioncharacteristics. The thread types (from highest to lowest priority) are:
 ❏ Hardware interrupts (HWI), which includes CLK functions❏ Software interrupts (SWI), which includes PRD functions❏ Tasks (TSK)❏ Background thread (IDL)
 These thread types are described briefly in the following section anddiscussed in more detail in the rest of this chapter.
 4.1.1 Types of ThreadsThe four major types of threads in a DSP/BIOS program are:❏ Hardware interrupts (HWI). Triggered in response to external
 asynchronous events that occur in the DSP environment. An HWIfunction (also called an interrupt service routine or ISR) is executed aftera hardware interrupt is triggered in order to perform a critical task that issubject to a hard deadline. HWI functions are the threads with the highestpriority in a DSP/BIOS application. HWIs should be used for applicationtasks that need to run at frequencies approaching 200 kHz, and that needto be completed within deadlines of 2 to 100 microseconds. See Section4.2, Hardware Interrupts, page 4-11, for details about hardwareinterrupts.
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 ❏ Software interrupts (SWI). Patterned after hardware interrupt (HWIs).While HWIs are triggered by a hardware interrupt, software interrupts aretriggered by calling SWI functions from the program. Software interruptsprovide additional priority levels between hardware interrupts and TSKs.SWIs handle threads subject to time constraints that preclude them frombeing run as tasks, but whose deadlines are not as severe as those ofhardware ISRs. Like HWI�s, SWI�s threads always run to completion.Software interrupts should be used to schedule events with deadlines of100 microseconds or more. SWIs allow HWIs to defer less criticalprocessing to a lower-priority thread, minimizing the time the CPU spendsinside an interrupt service routine, where other HWIs can be disabled. SeeSection 4.3, Software Interrupts, page 4-26, for details about softwareinterrupts.
 ❏ Tasks (TSK). Tasks have higher priority than the background thread andlower priority than software interrupts. Tasks differ from softwareinterrupts in that they can wait (block) during execution until necessaryresources are available. DSP/BIOS provides a number of structures thatcan be used for inter task communication and synchronization. Thesestructures include queues, semaphores, and mailboxes. See Section 4.4,Tasks, page 4-40, for details about tasks.
 ❏ Background thread. Executes the idle loop (IDL) at the lowest priority ina DSP/BIOS application. After main returns, a DSP/BIOS applicationcalls the startup routine for each DSP/BIOS module and then falls into theidle loop. The idle loop is a continuous loop that calls all functions for theIDL objects. Each function must wait for all others to finish executingbefore it is called again. The idle loop runs continuously except when it ispreempted by higher-priority threads. Only functions that do not havehard deadlines should be executed in the idle loop. See Section 4.5, TheIdle Loop, page 4-52, for details about the background thread.
 There are several other kinds of functions that can be performed in aDSP/BIOS program. These are performed within the context of one of thethread types in the previous list.❏ Clock (CLK) functions. Triggered at the rate of the on-device timer
 interrupt. By default, these functions are triggered by a hardware interruptand are performed as HWI functions. See Section 4.9, Timers, Interrupts,and the System Clock, page 4-73, for details.
 ❏ Periodic (PRD) functions. Performed based on a multiple of either theon-device timer interrupt or some other occurrence. Periodic functionsare a special type of software interrupt. See Section 4.10, PeriodicFunction Manager (PRD) and the System Clock, page 4-79, for details.
 ❏ Data notification functions. Performed when you use pipes (PIP) orhost channels (HST) to transfer data. The functions are triggered when aframe of data is read or written to notify the writer or reader. Thesefunctions are performed as part of the context of the function that calledPIP_alloc, PIP_get, PIP_free, or PIP_put.
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 4.1.2 Choosing Which Types of Threads to Use
 The type and priority level you choose for each thread in an applicationprogram has an impact on whether the threads are scheduled on time andexecuted correctly. DSP/BIOS static configuration makes it easy to change athread from one type to another.
 Here are some rules for deciding which type of object to use for each task tobe performed by a program:
 ❏ SWI or TSK versus HWI. Perform only critical processing withinhardware interrupt service routines. HWIs should be considered forprocessing hardware interrupts (IRQs) with deadlines down to the5-microsecond range, especially when data may be overwritten if thedeadline is not met. Software interrupts or tasks should be considered forevents with longer deadlines�around 100 microseconds or more. YourHWI functions should post software interrupts or tasks to perform lower-priority processing. Using lower-priority threads minimizes the length oftime interrupts are disabled (interrupt latency), allowing other hardwareinterrupts to occur.
 ❏ SWI versus TSK. Use software interrupts if functions have relativelysimple interdependencies and data sharing requirements. Use tasks if therequirements are more complex. While higher-priority threads canpreempt lower priority threads, only tasks can wait for another event, suchas resource availability. Tasks also have more options than SWIs whenusing shared data. All input needed by a software interrupt�s functionshould be ready when the program posts the SWI. The SWI object�smailbox structure provides a way to determine when resources areavailable. SWIs are more memory efficient because they all run from asingle stack.
 ❏ IDL. Create background functions to perform noncritical housekeepingtasks when no other processing is necessary. IDL functions do nottypically have hard deadlines. Instead, they run whenever the system hasunused processor time.
 ❏ CLK. Use CLK functions when you want a function to be triggered directlyby a timer interrupt. These functions run as HWI functions and should takeminimal processing time. The default CLK object, PRD_clock, causes atick for the periodic functions. You can add additional CLK objects to runat the same rate. However, you should minimize the time required toperform all CLK functions because they run as HWI functions.
 ❏ PRD. Use PRD functions when you want a function to run at a rate basedon a multiple of the on-device timer�s low-resolution rate or another event(such as an external interrupt). These functions run as SWI functions.
 ❏ PRD versus SWI. All PRD functions run at the same SWI priority, so onePRD function cannot preempt another. However, PRD functions can postlower-priority software interrupts for lengthy processing routines. This
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 ensures that the PRD_swi software interrupt can preempt those routineswhen the next system tick occurs and PRD_swi is posted again.
 4.1.3 A Comparison of Thread Characteristics
 Table 4-1 provides a comparison of the thread types supported by DSP/BIOS.
 Table 4-1. Comparison of Thread Characteristics
 Notes: 1) If you disable the TSK Manager in the Property dialog for the TSK Manager, IDL threads use the system stack.2) See Section 4.3.7, Saving Registers During Software Interrupt Preemption, page 4-37, for a list of saved registers.
 Characteristic HWI SWI TSK IDL
 Priority Highest 2nd highest 2nd lowest Lowest
 Number of priority levels
 DSP-dependent 15. Periodic func-tions run at priority of the PRD_swi SWI object. Task sched-uler runs at lowest priority.
 16 (Including 1 for the ID loop)
 1
 Can yield and pend No, runs to completion except for preemption
 No, runs to completion except for preemption
 Yes Should not; would prevent PC from getting targetinformation
 Execution states Inactive, ready, running
 Inactive, ready, running
 Ready, running, blocked, terminated
 Ready, running
 Scheduler disabled by
 HWI_disable SWI_disable TSK_disable Program exit
 Posted or made ready to run by
 Interrupt occurs SWI_post, SWI_andn, SWI_dec, SWI_inc, SWI_or
 TSK_create main() exits and no other thread is cur-rently running
 Stack used System stack(1 per program)
 System stack(1 per program)
 Task stack(1 per task)
 Task stack used by default (see Note 1)
 Context saved when preempts other thread
 Customizable Certain registers saved to system stack (see Note 2)
 Entire context saved to task stack
 --Not applicable--
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 Table 4.1. Comparison of Thread Characteristics (continued)
 3) HWI objects cannot be created dynamically because they correspond to DSP interrupts. However, interruptfunctions can be changed at run time.
 4) When a HWI function calls HWI_enter, it can pass a bitmask that indicates which interrupts to enable while theHWI function runs. An enabled interrupt can preempt the HWI function even if the enabled interrupt has a lowerpriority than the current interrupt.
 Characteristic HWI SWI TSK IDL
 Context saved when blocked
 --Not applicable-- --Not applicable-- Saves the C regis-ter set (see opti-mizing compiler user�s guide for your platform)
 --Not applicable--
 Share data with thread via
 Streams, queues, pipes, global variables
 Streams, queues, pipes, global variables
 Streams, queues, pipes, locks, mailboxes, global variables
 Streams, queues, pipes, global variables
 Synchronize with thread via
 --Not applicable-- SWI mailbox Semaphores, mailboxes
 -Not applicable--
 Function hooks No No Yes: initialize, cre-ate, delete, exit, task switch, ready
 No
 Static creation Included in default configuration template
 Yes Yes Yes
 Dynamic creation Yes (see Note 3) Yes Yes No
 Dynamically change priority
 No (see Note 4) Yes Yes No
 Implicit logging None Post and completion events
 Ready, start, block, resume, and termination events
 None
 Implicit statistics Monitored values Execution time Execution time None
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 4.1.4 Thread Priorities
 Within DSP/BIOS, hardware interrupts have the highest priority. TheConfiguration Tool lists HWI objects in order from highest to lowest priority asshown in Figure 4-1, but this priority is not maintained implicitly by DSP/BIOS.The priority only applies to the order in which multiple interrupts that are readyon a given CPU cycle are serviced by the CPU. Hardware interrupts arepreempted by another interrupt unless that interrupt is disabled by resettingthe GIE bit in the CSR, or by setting the corresponding bit in the IER.
 Figure 4-1. Thread Priorities
 Software interrupts have lower priority than hardware interrupts. There are 14priority levels available for software interrupts. Software interrupts can bepreempted by a higher-priority software interrupt or any hardware interrupt.Software interrupts cannot block.
 Tasks have lower priority than software interrupts. There are 15 task prioritylevels. Tasks can be preempted by any higher-priority thread. Tasks can blockwhile waiting for resource availability and lower-priority threads.
 The background idle loop is the thread with the lowest priority of all. It runs ina loop when the CPU is not busy running another thread.
 ClockFunctions
 (CLK)
 HardwareInterrupts
 (HWI)
 PeriodicFunctions
 (PRD)
 SoftwareSignals(SWI)
 14 levels
 Tasks(TSK)
 15 levels
 Prio
 rity
 BackgroundThread(IDL)
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 4.1.5 Yielding and Preemption
 The DSP/BIOS schedulers run the highest-priority thread that is ready to runexcept in the following cases:
 ❏ The thread that is running disables some or all hardware interruptstemporarily (with HWI_disable or HWI_enter), preventing hardware ISRsfrom running.
 ❏ The thread that is running disables software interrupts temporarily (withSWI_disable). This prevents any higher-priority software interrupt frompreempting the current thread. It does not prevent hardware interruptsfrom preempting the current thread.
 ❏ The thread that is running disables task scheduling temporarily (withTSK_disable). This prevents any higher-priority task from preempting thecurrent task. It does not prevent software and hardware interrupts frompreempting the current task.
 ❏ The highest-priority thread is a task that is blocked. This occurs if the taskcalls TSK_sleep, LCK_pend, MBX_pend, or SEM_pend.
 Both hardware and software interrupts can interact with the DSP/BIOS taskscheduler. When a task is blocked, it is often because the task is pending ona semaphore which is unavailable. Semaphores can be posted from HWIsand SWIs as well as from other tasks. If an HWI or SWI posts a semaphoreto unblock a pending task, the processor switches to that task if that task hasa higher priority than the currently running task.
 When running either an HWI or SWI, DSP/BIOS uses a dedicated systeminterrupt stack, called the system stack. Each task uses its own private stack.Therefore, if there are no TSK tasks in the system, all threads share the samesystem stack. Because DSP/BIOS uses separate stacks for each task, boththe application and task stacks can be smaller. Because the system stack issmaller, you can place it in precious fast memory.
 Table 4-2 shows what happens when one type of thread is running (top row)and another thread becomes ready to run (left column). The results dependon whether or not the type of thread that is ready to run is enabled or disabled.(The action shown is that of the thread that is ready to run.)
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 Table 4-2. Thread Preemption
 Figure 4-2 shows the execution graph for a scenario in which SWIs and HWIsare enabled (the default), and a hardware interrupt routine posts a softwareinterrupt whose priority is higher than that of the software interrupt runningwhen the interrupt occurs. Also, a second hardware interrupt occurs while thefirst ISR is running. The second ISR is held off because the first ISR masksoff (that is, disables) the second interrupt during the first ISR.
 Thread Running
 Thread Posted HWI SWI TSK IDL
 Enabled HWI Preempts Preempts Preempts Preempts
 Disabled HWI Waits for reenable
 Waits for reenable
 Waits for reenable
 Waits for reenable
 Enabled, higher-priority SWI �� Preempts Preempts Preempts
 Disabled SWI Waits Waits for reenable
 Waits for reenable
 Waits for reenable
 Lower priority SWI Waits Waits �� ��
 Enabled, higher-priority TSK �� �� Preempts Preempts
 Disabled TSK Waits Waits Waits for reenable
 Waits for reenable
 Lower priority TSK Waits Waits Waits ��
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 Figure 4-2. Preemption Scenario
 In Figure 4-2, the low priority software interrupt is asynchronously preemptedby the hardware interrupts. The first ISR posts a higher-priority softwareinterrupt, which is executed after both hardware interrupt routines finishexecuting.
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 4.2 Hardware Interrupts
 Hardware interrupts handle critical processing that the application mustperform in response to external asynchronous events. The DSP/BIOS HWImodule is used to manage hardware interrupts.
 In a typical DSP system, hardware interrupts are triggered either by on-device peripherals or by devices external to the DSP. In both cases, theinterrupt causes the processor to vector to the ISR address. The address towhich a DSP/BIOS HWI object causes an interrupt to vector can be a userroutine or the common system HWI dispatcher.
 Hardware ISRs can be written using assembly language, C, or a combinationof both. HWI functions are usually written in assembly language for efficiency.To allow an HWI object�s function to be written completely in C, the systemHWI dispatcher should be used.
 All hardware interrupts run to completion. If an HWI is posted multiple timesbefore its ISR has a chance to run, the ISR runs only one time. For thisreason, you should minimize the amount of code performed by an HWIfunction. If the GIE bit is enabled, a hardware interrupt can be preempted byany interrupt that is enabled by the IEMASK.
 If an HWI function calls any of the PIP APIs�PIP_alloc, PIP_free, PIP_get,PIP_put�the pipe's notifyWriter or notifyReader functions run as part of theHWI context.
 Note:
 The interrupt keyword or INTERRUPT pragma must not be used whenHWI objects are used in conjunction with C functions. TheHWI_enter/HWI_exit macros and the HWI dispatcher contain thisfunctionality, and the use of the C modifier can cause catastrophic results.
 4.2.1 Configuring Interrupts
 In the base DSP/BIOS configuration, the HWI Manager contains an HWIobject for each hardware interrupt in your DSP.
 You can configure the ISR for each hardware interrupt in the DSP. You enterthe name of the ISR that is called in response to a hardware interrupt in theProperty Page of the corresponding HWI object in the Configuration Tool.DSP/BIOS takes care of setting up the interrupt table so that each hardwareinterrupt is handled by the appropriate ISR. You can also configure thememory segment where the interrupt table is located.
 Thread Scheduling 4-11

Page 122
                        

Hardware Interrupts
 The DSP/BIOS online help describes HWI objects and their parameters. SeeHWI Module in the TMS320 DSP/BIOS API Reference Guide for yourplatform for reference information on the HWI module API calls.
 4.2.2 Disabling and Enabling Hardware Interrupts
 Within a software interrupt or task, you can temporarily disable hardwareinterrupts during a critical section of processing. The HWI_disable andHWI_enable/HWI_restore functions are used in pairs to disable and enableinterrupts.
 When you call HWI_disable, interrupts are globally disabled in yourapplication. On the C6000 platform, HWI_disable clears the GIE bit in thecontrol status register (CSR). On the C5000 and C2800 platforms,HWI_disable sets the INTM bit in the ST1 register. On both platforms, thisprevents the CPU from taking any maskable hardware interrupt. Hardwareinterrupts, therefore, operate on a global basis, affecting all interrupts, asopposed to affecting individual bits in the interrupt enable register. Toreenable interrupts, call HWI_enable or HWI_restore. HWI_enable alwaysenables the GIE bit on the C6000 platform or clears the INTM bit in the ST1register on the C5000 and C2800 platforms, while HWI_restore restores thevalue to the state that existed before HWI_disable was called.
 4.2.3 Impact of Real-Time Mode Emulation on DSP/BIOS
 TI Emulation supports two debug execution control modes:
 ❏ Stop mode
 ❏ Real-time mode
 Stop mode provides complete control of program execution, allowing fordisabling of all interrupts. Real-time mode allows time-critical interrupt serviceroutines to be performed while execution of other code is halted. Bothexecution modes can suspend program execution at break events, such asoccurrences of software breakpoint instructions or specified program spaceor data-space accesses.
 In real-time mode, background codes are suspended at break events whilecontinuing to execute the time-critical interrupt service routines (also referredto as foreground code.)
 4.2.3.1 Interrupt Behavior for C28x During Real-Time Mode
 Real-time mode for C28x is defined by three different states:
 ❏ Debug Halt state
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 ❏ Single Instruction state
 ❏ Run state
 Debug Halt State: This state is entered through a break event, such as thedecoding of a software breakpoint instruction or the occurrence of an analysisbreakpoint/watchpoint or a request from the host processor.
 When halted, time-critical interrupts can still be serviced. An interrupt isdefined as time critical interrupt/real-time interrupt if the interrupt has beenenabled in the IER and DBGIER register. Note that the INTM bit is ignored inthis case.
 However, the DBGM bit can be used to prevent the CPU from entering thehalt state (or perform debug access) in undesirable regions of code. If INTMand DBGM are used together, then it is possible to protect regions of codefrom being interrupted by any type of interrupt. It also ensures that debuggerupdates of registers/memory cannot occur in that region of code.
 SETC INTM, DEGM
 / Uninterruptable, unhaltable region of code
 CLRC INTM, DBGM
 If the breakpoint is present in real-time, it halts the CPU and causes it to enterinto DEBUG HALT mode. This is identical to the behavior of breakpointswhen in stopmode. Note that software breakpoints replace the originalinstruction -- so it is not possible to safely ignore or delay the softwarebreakpoint�s execution; otherwise, you will not be executing the intended setof instructions. However, other forms of causes of halting the CPU can bedelayed. It�s important to note that placing software breakpoints is a"deliberate act" -- you know exactly where you are going to halt, whereas withother forms of halting (such as via the CCS Halt command or a watchpoint orother triggering event), the user will often not know where in the programexecution the halt will occur.
 The user should never place breakpoints in locations where interrupts or haltsare forbidden. However, it is possible that a halt from a CCS Halt orwatchpoint could be initiated when the CPU is in the uninterruptible,unhaltable region of code, in which case the halt will be delayed until DBGMis no longer set. This is just like an interrupt, which will be delayed until INTMis no longer set.
 As an example, assume there is a variable called Semaphore, which isincremented in an ISR, and decremented in the main loop. Because of theway interrupts and debug accesses are handled, neither can occur in theitalicized regions below:
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 Example 4-1. Interrupt Behavior for C28x During Real-Time ModeMAIN_LOOP:
 ; Do some stuff
 SETC INTM, DBGM
 / Uninterruptible, unhaltable region of code
 MOV ACC, @Semaphore
 SUB ACC, #1 ;Let’s do "*Semaphore--;" really inefficiently!
 MOV @Semaphore, ACC
 CLRC INTM, DBGM
 ; Do some more stuff
 B MAIN_LOOP
 ; By default, INTM and DBGM are set in an ISR so you can’t halt or interrupt
 RT_ISR:
 ; Do some stuff
 MOV ACC, @Semaphore
 ADD ACC, #1 ;Let’s do "*Semaphore--;" really inefficiently!
 MOV @Semaphore, ACC
 ; Do some more stuff
 IRET
 Note:
 The code above is safe if the debugger issues a halt; you cannot halt in theitalicized regions above, so the PC will always be at the B MAIN_LOOPinstruction. If the user sets a watchpoint to occur when the addressSemaphore is accessed, the CPU will not be able to halt until after CLRCINTM, DBGM is executed. The same result will occur if the user sets ahardware breakpoint on RT_ISR. If the user sets a software breakpoint inthe italicized regions above, the CPU will halt, but the debugger will reportthis as an error and indicate that this is an improper operation. In this case,an atomic C28x instruction, such as DEC or INC, should have been used.
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 Figure 4-3. The Interrupt Sequence in Debug Halt State
 No
 NoYes
 Yes
 Interrupt request sent to CPU
 Check DBGIER bit
 Check IER bit
 Clear corresponding IER bit
 Empty pipeline
 Increment and temporarily store PC
 Fetch interrupt vector
 Increment SP by 1
 Perform automatic context save
 Clear corresponding IER bit
 Set INTM & DBGM, Clear loop,EALLOW, IDLESTAT
 Load PC with fetch vector
 Execute interrupt service routine
 Program continues
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 Single Instruction State: This state is entered when you tell the debuggerto execute a single instruction by using RUN 1 or a STEP 1 command. TheCPU executes the single instruction pointed to by PC and then returns to thedebug halt state. If an interrupt occurs in this state and RUN 1 command wasused to enter the state, CPU can service the interrupt. However, if STEP 1was used to enter the state, CPU cannot service the interrupt. This is true forboth stop mode and real-time mode.
 Note that it is safe to assume that INTM will be respected while single-stepping. Also, if you single-step the code from the previous example, all ofthe uninterruptible, unhaltable code will be executed as "one instruction" asfollows:
 PC initially here -> SETC INTM, DBGM
 ; Uninterruptible, unhaltable region of code
 MOV ACC, @Semaphore
 SUB ACC, #1 ;Let’s do "*Semaphore--;" really inefficiently!
 MOV @Semaphore, ACC
 CLRC INTM, DBGM
 ; Do some more stuff
 PC will stop here -> B MAIN_LOOP
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 Run State: This state is entered when you use a run command from thedebugger interface. CPU services all the interrupts, depending on the INTMbit and the IER register value.
 Figure 4-4. The Interrupt Sequence in the Run-time State
 No
 NoYes
 Yes
 Interrupt request sent to CPU
 Check INTM bit
 Check IER bit
 Clear corresponding IER bit
 Empty pipeline
 Increment and temporarily store PC
 Fetch interrupt vector
 Increment SP by 1
 Perform automatic context save
 Clear corresponding IER bit
 Set INTM & DBGM, Clear loop,EALLOW, IDLESTAT
 Load PC with fetch vector
 Execute interrupt service routine
 Program continues
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 DSP/BIOS has some code segments that need to be protected frominterrupts; these code sections are called critical sections. If these segmentsare interrupted, and interrupt calls some DSP/BIOS API, it is bound to corruptthe program results. Therefore, it is important to surround the code with SETINTM, DBGM and CLRC INTM, DBGM.
 Figure 4-2 shows two code examples of regions protected from all interrupts.
 Example 4-2. Code Regions That are Uninterruptible(a) Assembly Code
 (b) C Code
 Using HWI_restore instead of HWI_enable allows the pair of calls to benested. If the calls are nested, the outermost call to HWI_disable turnsinterrupts off, and the innermost call to HWI_disable does nothing. Interruptsare not reenabled until the outermost call to HWI_restore. Be careful whenusing HWI_enable because this call enables interrupts even if they werealready disabled when HWI_disable was called.
 Note:
 DSP/BIOS kernel calls that can cause task rescheduling (for example,SEM_post and TSK_sleep) should be avoided within a block surrounded byHWI_disable and HWI_enable since the interrupts can be disabled for anindeterminate amount of time if a task switch occurs.
 .include hwi.h54
 ...
 HWI_disable A ; disable all interrupts, save the old intm value in reg A
 ’do some critical operation’
 HWI_restore A0
 .include hwi.h
 Uns oldmask;
 oldmask = HWI_disable();
 ’do some critical operation; ’
 ’do not call TSK_sleep(), SEM_post, etc.’
 HWI_restore(oldmask);
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 4.2.4 Context and Interrupt Management Within Interrupts
 When a hardware interrupt preempts the function that is currently executing,the HWI function must save and restore any registers it uses or modifies.DSP/BIOS provides the HWI_enter assembly macro to save registers and theHWI_exit assembly macro to restore registers. Using these macros gives thefunction that was preempted the same context when it resumes running. Inaddition to the register context saving/restoring functionality, theHWI_enter/HWI_exit macros perform the following system level operations:
 ❏ ensure the SWI and TSK schedulers are called at the appropriate times
 ❏ disable/restore individual interrupts while the ISR executes
 The HWI_enter assembly macro must be called prior to any DSP/BIOS APIcalls that could post or affect a software interrupt or semaphore. TheHWI_exit assembly macro must be called at the very end of the function�scode.
 In order to support interrupt routines written completely in C, DSP/BIOSprovides an HWI dispatcher that performs these enter and exit macros for aninterrupt routine. An HWI can handle context saving and interrupt disablingusing this HWI dispatcher or by explicitly calling HWI_enter and HWI_exit.The Configuration Tool allows you to choose whether the HWI dispatcher isused for individual HWI objects. The HWI dispatcher is the preferred methodfor handling interrupts.
 The HWI dispatcher, in effect, calls the configured HWI function from withinan HWI_enter/HWI_exit macro pair. This allows the HWI function to be writtencompletely in C. It would, in fact, cause a system crash were the dispatcherto call a function that contains the HWI_enter/HWI_exit macro pair. Using thedispatcher therefore allows for only one instance of the HWI_enter andHWI_exit code.
 Note:
 The interrupt keyword or INTERRUPT pragma must not be used whenHWI objects are used in conjunction with C functions.TheHWI_enter/HWI_exit macros and the HWI dispatcher contain thisfunctionality, and the use of the C modifier can cause catastrophic results.
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 4-20
 Whether called explicitly, C55 or by the HWI dispatcher, the HWI_enter andHWI_exit macros prepare an ISR to call any C function. In particular, the ISRis prepared to call any DSP/BIOS API function that is allowed to be calledfrom the context of an HWI. (See Functions Callable by Tasks, SWI Handlers,or Hardware ISRs in the TMS320 DSP/BIOS API Reference Guide for yourplatform for a complete list of these functions.)
 Note:
 When using the system HWI dispatcher on the C6000 and C54x platforms,the HWI function must not call HWI_enter and HWI_exit.
 Regardless of which HWI dispatching method is used, DSP/BIOS uses thesystem stack during the execution of both SWIs and HWIs. If there are noTSK tasks in the system, this system stack is used by all threads. If there areTSK tasks, each task uses its own private stack. Whenever a task ispreempted by an SWI or HWI, DSP/BIOS uses the system stack for theduration of the interrupt thread.
 HWI_enter and HWI_exit both take two parameters on the C54x platform:
 ❏ The first, MASK, specifies which CPU registers are to be saved andrestored by the ISR.
 ❏ The second parameter of HWI_enter and HWI_exit on the C54x platform,IMRDISABLEMASK, is a mask of those interrupts that are to be disabledbetween the HWI_enter and HWI_exit macro calls.
 When an interrupt is triggered, the processor disables interrupts globally(by setting the INTM bit in the status register ST1) and then jumps to theISR set up in the interrupt vector table. The HWI_enter macro reenablesinterrupts by clearing the INTM bit in the ST1 register. Before doing so,HWI_enter selectively disables some interrupts by clearing theappropriate bits in the interrupt mask register (IMR). The bits that arecleared in the IMR are determined by the IMRDISABLEMASK inputparameter passed to the HWI_enter macro. Hence, HWI_enter gives youcontrol to select what interrupts can and cannot preempt the current HWIfunction.
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 When HWI_exit is called, you can also provide an IMRRESTOREMASKparameter. The bit pattern in the IMRRESTOREMASK determines whatinterrupts are restored by HWI_exit, by setting the corresponding bits inthe IMR. Of the interrupts in IMRRESTOREMASK, HWI_exit restoresonly those that were disabled with HWI_enter. If upon exiting the ISR youdo not wish to restore one of the interrupts that was disabled withHWI_enter, do not set that interrupt bit in IMRRESTOREMASK inHWI_exit. HWI_exit does not affect the status of interrupt bits that are notin IMRRESTOREMASK.
 The C55x platform can have seven parameters in all, the first five specifywhich CPU registers to save as context, and the last two can specify twointerrupt mask bitmaps.
 HWI_enter and HWI_exit both take four parameters on the C6000 platform:
 ❏ The first two, ABMASK and CMASK, specify which A, B, and controlregisters are to be saved and restored by the ISR.
 ❏ The third parameter on the C6000 platform, IEMASK, is a mask of thoseinterrupts that are to be disabled between the HWI_enter and HWI_exitmacro calls.
 When an interrupt is triggered, the processor disables interrupts globally(by clearing the GIE bit in the control status register (CSR)) and thenjumps to the ISR set up in the interrupt service table. The HWI_entermacro reenables interrupts by setting the GIE in the CSR. Before doingso, HWI_enter selectively disables bits in the interrupt enable register(IER) determined by the IEMASK parameter. Hence, HWI_enter givesyou control to select what interrupts can and cannot preempt the currentHWI function.
 When HWI_exit is called, the bit pattern in the IEMASK determines whatinterrupts are restored by HWI_exit by setting the corresponding bits inthe IER. Of the interrupts in IEMASK, HWI_exit restores only those thatwere disabled with HWI_enter. If upon exiting the ISR you do not want torestore one of the interrupts that was disabled with HWI_enter, do not setthat interrupt bit in IEMASK in HWI_exit. HWI_exit does not affect thestatus of interrupt bits that are not in IEMASK.
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 ❏ The fourth parameter on the C6000 platform, CCMASK, specifies thevalue to place in the cache control field of the CSR. This cache stateremains in effect for the duration of code executed between theHWI_enter and HWI_exit calls. Some typical values for this mask aredefined in c62.h62 (for example, C62_PCC_ENABLE). You can OR thePCC code and DCC code together to generate CCMASK. If you use 0 asCCMASK, a default value is used. You set this value in the GlobalSettings Properties in the configuration.
 CLK_F_isr, which handles one of the on-device timer interrupts when theClock Manager is enabled, also uses the cache value set in theconfiguration. HWI_enter saves the current CSR status before it sets thecache bits as defined by CCMASK. HWI_exit restores CSR to its value atthe interrupted context.
 The predefined masks C62_ABTEMPS and C62_CTEMPS (C62x) orC64_ABTEMPS and C64_CTEMPS (C64x) specify all of the C languagetemporary A/B registers and all of the temporary control registers,respectively. These masks can be used to save the registers that can befreely used by a C function. When using the HWI dispatcher on the C6000platform, there is no ability to specify a register set, so the registers specifiedby these masks are all saved and restored.
 For example, if your HWI function calls a C function you would use:
 HWI_enter C62_ABTEMPS, C62_CTEMPS, IEMASK, CCMASK
 `isr code`
 HWI_exit C62_ABTEMPS, C62_CTEMPS, IEMASK, CCMASK
 HWI_enter should be used to save all of the C run-time environment registersbefore calling any C or DSP/BIOS functions. HWI_exit should be used torestore these registers.
 In addition to saving and restoring the C run-time environment registers,HWI_enter and HWI_exit make sure the DSP/BIOS scheduler is called onlyby the outermost interrupt routine if nested interrupts occur. If the HWI oranother nested HWI triggers an SWI handler with SWI_post, or readies ahigher priority task (for example, by calling SEM_ipost or TSK_itick), theoutermost HWI_exit invokes the SWI and TSK schedulers. The SWIscheduler services all pending SWI handlers before performing a contextswitch to a higher priority task (if necessary).
 HWI_enter and HWI_exit both take four parameters on the C2800 platform:
 ❏ The first parameter, AR_MASK, specifies which CPU registers (xar0-xar7) are to be saved and restored by the ISR.
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 ❏ The second parameter of HWI_enter and HWI_exit on the C28x platform,ACC_MASK, specifies the mask of ACC, p, and t registers to be storedand restored by the ISR.
 ❏ The third parameter, MISC_MASK, specifies the mask of registers ier, ifr,DBGIER, st0, st1, and dp.
 ❏ The fourth parameter, IERDISABLEMASK, specifies which bits in the IERare to be turned off.
 When an interrupt is triggered, the processor switches off IER bits anddisables interrupts globally (by setting the INTM bit in the status register ST1)and then jumps to the ISR setup in the interrupt vector table. The HWI_entermacro reenables interrupts by clearing the INTM bit in the ST1 register.Before doing so, HWI_enter selectively disables some interrupts by clearingthe appropriate bits in the Interrupt Enable Register (IER). The bits that arecleared in the IER register are determined by the IERDISABLEMASK inputparameter passed as fourth parameter to the HWI_enter macro. Hence,HWI_enter gives you control to select what interrupts can and cannotpreempt the current HWI function. When HWI_exit is called, you can alsoprovide the IERRESTOREMASK parameter. The bit pattern in theIERRESTOREMASK determines what interrupts are restored by HWI_exit,by setting the corresponding bits in the IER. Of the interrupts inIERRESTOREMASK, HWI_exit restores only those that were disabled withHWI_enter. If upon exiting the ISR you do not wish to restore one of theinterrupts that was disabled with HWI_enter, do not set that interrupt bit in theIERRESTOREMASK in HWI_exit. HWI_exit does not affect the status ofinterrupt bits that are not in IERRESTOREMASK.
 See Functions Callable by Tasks, SWI Handlers, or Hardware ISRs in theTMS320 DSP/BIOS API Reference Guide for your platform for a complete listof functions that can be called by an ISR.
 Note:
 HWI_enter and HWI_exit must surround all statements in any DSP/BIOSassembly or C language HWIs that reference DSP/BIOS functions. Usingthe HWI dispatcher satisfies this requirement.
 Example 4-3 provides assembly language code for constructing a minimalHWI on the C6000 platform when the user has selected not to use the HWIdispatcher. Example 4-4 provides a code example on the C54x platform andan example on the C55x is shown in Example 4-5. These examples useHWI_enter and give you more precise control.
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 Example 4-3. Constructing a Minimal ISR on C6000 Platform
 Example 4-4. HWI Example on C54x Platform
 ;; ======== myclk.s62 ========; .include "hwi.h62" ; macro header file
 IEMASK .set 0 CCMASK .set c62_PCC_DISABLE .text
 ;; ======== myclkisr ========; global _myclkisr_myclkisr:
 ; save all C run-time environment registers HWI_enter C62_ABTEMPS, C62_CTEMPS, IEMASK, CCMASK
 b _TSK_itick ; call TSK itick (C function) mvkl tiret, b3 mvkh tiret, b3
 nop 3
 tiret:
 ; restore saved registers and call DSP/BIOS scheduler HWI_exit C62_ABTEMPS, C62_CTEMPS, IEMASK, CCMASK
 .end
 ;; ======== _DSS_isr ========;; Calls the C ISR code after setting cpl ; and saving C54_CNOTPRESERVED;
 .include "hwi.h54" ; macro header file
 _DSS_isr: HWI_enter C54_CNOTPRESERVED, 0fff7h ; cpl = 0 ; dp = GBL_A_SYSPAGE ; We need to set cpl bit when going to C ssbx cpl nop ; cpl latency nop ; cpl latency call _DSS_cisr rsbx cpl ; HWI_exit precondition nop ; cpl latency nop ; cpl latency ld #GBL_A_SYSPAGE, dp HWI_exit C54_CNOTPRESERVED, 0fff7h
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 Example 4-5. HWI Example on C55x Platform
 Example 4-6. HWI Example on C28x Platform
 4.2.5 Registers
 DSP/BIOS registers saved and restored with C functions conform to standardC compiler code. For more information, either about which registers aresaved and restored, or by the TMS320 functions conforming to the TexasInstruments C run-time model, see the optimizing compiler user�s guide foryour platform.
 ;; ======== _DSS_isr ========;_DSS_isr: HWI_enter C55_AR_T_SAVE_BY_CALLER_MASK,
 C55_ACC_SAVE_BY_CALLER_MASK,C55_MISC1_SAVE_BY_CALLER_MASK,C55_MISC2_SAVE_BY_CALLER_MASK,C55_MISC3_SAVE_BY_CALLER_MASK,0FFF7h,0; macro has ensured ’C’ convention, ; including SP alignment!
 call _DSS_cisr HWI_exit C55_AR_T_SAVE_BY_CALLER_MASK,
 C55_ACC_SAVE_BY_CALLER_MASK,C55_MISC1_SAVE_BY_CALLER_MASK,C55_MISC2_SAVE_BY_CALLER_MASK,C55_MISC3_SAVE_BY_CALLER_MASK,0FFF7h,0
 ;; ======== _DSS_isr ========;_DSS_isr: HWI_enter AR_MASK,ACC_MASK,MISC_MASK,IERDISABLEMASK lcr _DSS_cisr HWI_exit AR_MASK,ACC_MASK,MISC_MASK,IERDISABLEMASK
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 4.3 Software Interrupts
 Software interrupts are patterned after hardware ISRs. The SWI module inDSP/BIOS provides a software interrupt capability. Software interrupts aretriggered programmatically, through a call to a DSP/BIOS API such asSWI_post. Software interrupts have priorities that are higher than tasks butlower than hardware interrupts.
 The SWI module should not be confused with the SWI instruction that existson many processors. The DSP/BIOS SWI module is independent from anyprocessor-specific software interrupt features.
 SWI threads are suitable for handling application tasks that occur at slowerrates or are subject to less severe real-time deadlines than those of hardwareinterrupts.
 The DSP/BIOS APIs that can trigger or post a software interrupt are:
 ❏ SWI_andn❏ SWI_dec❏ SWI_inc❏ SWI_or❏ SWI_post
 The SWI Manager controls the execution of all software interrupts. When theapplication calls one of the APIs above, the SWI Manager schedules thefunction corresponding to the software interrupt for execution. To handle allsoftware interrupts in an application, the SWI Manager uses SWI objects.
 If a software interrupt is posted, it runs only after all pending hardwareinterrupts have run. An SWI routine in progress can be preempted at any timeby an HWI; the HWI completes before the SWI handler resumes. On the otherhand, SWI handlers always preempt tasks. All pending software interruptsrun before even the highest priority task is allowed to run. In effect, an SWIhandler is like a task with a priority higher than all ordinary tasks.
 Note:
 Two things to remember about SWI are:
 An SWI handler runs to completion unless it is interrupted by a hardwareinterrupt or preempted by a higher priority SWI.
 When called within an HWI ISR, the code sequence calling any of the SWIfunctions which can trigger or post a software interrupt must be eitherwrapped within an HWI_enter/HWI_exit pair or invoked by the HWIdispatcher.
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 4.3.1 Creating SWI Objects
 As with many other DSP/BIOS objects, you can create SWI objects eitherdynamically (with a call to SWI_create) or statically (in the configuration).Software interrupts you create dynamically can also be deleted duringprogram execution.
 To add a new software interrupt to the configuration, create a new SWI objectfor the SWI Manager in the Configuration Tool. In the Property Page of eachSWI object, you can set the function each software interrupt is to run whenthe object is triggered by the application. You can also configure up to twoarguments to be passed to each SWI function.
 In the Property Page of the SWI Manager, you can determine from whichmemory segment SWI objects are allocated. SWI objects are accessed bythe SWI Manager when software interrupts are posted and scheduled forexecution.
 The DSP/BIOS online help describes SWI objects and their parameters. SeeSWI Module in the TMS320 DSP/BIOS API Reference Guide for yourplatform for reference information on the SWI module API calls.
 To create a software interrupt dynamically, use a call with this syntax:
 swi = SWI_create(attrs);
 Here, swi is the interrupt handle and the variable attrs points to the SWIattributes. The SWI attribute structure (of type SWI_Attrs) contains all thoseelements that can be statically configured for an SWI. attrs can be NULL, inwhich case, a default set of attributes is used. Typically, attrs contains at leasta function for the handler.
 Note:
 SWI_create can only be called from the task level, not from an HWI oranother SWI.
 SWI_getattrs can be used to retrieve all the SWI_Attrs attributes. Some ofthese attributes can change during program execution, but typically theycontain the values assigned when the object was created.
 SWI_getattrs(swi, attrs);
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 4.3.2 Setting Software Interrupt Priorities in the Configuration Tool
 There are different priority levels among software interrupts. You can createas many software interrupts as your memory constraints allow for eachpriority level. You can choose a higher priority for a software interrupt thathandles a thread with a shorter real-time deadline, and a lower priority for asoftware interrupt that handles a thread with a less critical execution deadline.
 To set software interrupt priorities with the Configuration Tool, follow thesesteps:
 1) In the Configuration Tool, highlight the Software Interrupt Manager.Notice SWI objects in the middle pane of the window shown in Figure 4-5. They are organized by priority in priority level folders. (If you do not seea list of SWI objects in the middle pane, right-click on the SWI Manager,then choose View→Ordered collection view.)
 Figure 4-5. Software Interrupt Manager
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 2) To change the priority of a SWI object, drag the software interrupt to thefolder of the corresponding priority. For example, to change the priority ofSWI0 to 3, select it with the mouse and drag it to the folder labeledPriority 3.
 Software interrupts can have up to 15 priority levels. The highest level isSWI_MAXPRI (14). The lowest is SWI_MINPRI (0). The priority level of0 is reserved for the KNL_swi object, which runs the task scheduler. SeeSection 4.3.3, Software Interrupt Priorities and Application Stack Size,page 4-29, for stack size restrictions. You cannot sort software interruptswithin a single priority level.
 The Property window for an SWI object shows its numeric priority level (from0 to 14; 14 is the highest level). You can also set the priority by selecting thepriority level from the menu in the Property window as shown in Figure 4-6.
 Figure 4-6. SWI Properties Dialog Box
 4.3.3 Software Interrupt Priorities and Application Stack Size
 All threads in DSP/BIOS, excluding tasks, are executed using the samesystem stack.
 The system stack stores the register context when a software interruptpreempts another thread. To allow the maximum number of preemptions thatcan occur at run time, the required stack size grows each time you add asoftware interrupt priority level. Thus, giving software interrupts the samepriority level is more efficient in terms of stack size than giving each softwareinterrupt a separate priority.
 The default system stack size for the MEM module is 256 words. You canchange the sizes in the configuration. The estimated sizes required areshown in the status bar at the top of the Configuration Tool.
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 You can have up to 15 software interrupt priority levels, but each levelrequires a larger system stack. If you see a pop-up message that says �thesystem stack size is too small to support a new software interrupt prioritylevel,� increase the Application Stack Size property of the Memory SectionManager.
 Creating the first PRD object creates a new SWI object called PRD_swi (seeSection 4.10, Periodic Function Manager (PRD) and the System Clock, page4-79, for more information on PRD). If no SWI objects have been createdbefore the first PRD object is added, adding PRD_swi uses the first prioritylevel, producing a corresponding increase in the required system stack.
 If the TSK Manager has been enabled, the TSK scheduler (run by an SWIobject named KNL_swi) reserves the lowest SWI priority level. No other SWIobjects can have that priority.
 4.3.4 Execution of Software Interrupts
 Software interrupts can be scheduled for execution with a call to SWI_andn,SWI_dec, SWI_inc, SWI_or, and SWI_post. These calls can be used virtuallyanywhere in the program�interrupt service routines, periodic functions, idlefunctions, or other software interrupt functions.
 When an SWI object is posted, the SWI Manager adds it to a list of postedsoftware interrupts that are pending execution. Then the SWI Managerchecks whether software interrupts are currently enabled. If they are not, asis the case inside an HWI function, the SWI Manager returns control to thecurrent thread.
 If software interrupts are enabled, the SWI Manager checks the priority of theposted SWI object against the priority of the thread that is currently running.If the thread currently running is the background idle loop or a lower prioritySWI, the SWI Manager removes the SWI from the list of posted SWI objectsand switches the CPU control from the current thread to start execution of theposted SWI function.
 If the thread currently running is an SWI of the same or higher priority, theSWI Manager returns control to the current thread, and the posted SWIfunction runs after all other SWIs of higher priority or the same priority thatwere previously posted finish execution.
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 Note:
 Two things to remember about SWI:
 When an SWI starts executing it must run to completion without blocking.
 When called from within an HWI, the code sequence calling any of the SWIfunctions which can trigger or post a software interrupt must be eitherwrapped within an HWI_enter/HWI_exit pair or invoked by the HWIdispatcher.
 SWI functions can be preempted by threads of higher priority (such as anHWI or an SWI of higher priority). However, SWI functions cannot block. Youcannot suspend a software interrupt while it waits for something�like adevice�to be ready.
 If an SWI is posted multiple times before the SWI Manager has removed itfrom the posted SWI list, its SWI function executes only once, much like anHWI is executed only once if the hardware interrupt is triggered multiple timesbefore the CPU clears the corresponding interrupt flag bit in the interrupt flagregister. (See Section 4.3.5, Using an SWI Object�s Mailbox, page 4-31, formore information on how to handle SWIs that are posted multiple timesbefore they are scheduled for execution.)
 Applications should not make any assumptions about the order in which SWIhandlers of equal priority are called. However, an SWI handler can safely postitself (or be posted by another interrupt). If more than one is pending, all SWIhandlers are called before any tasks run.
 4.3.5 Using an SWI Object�s Mailbox
 Each SWI object has a 32-bit mailbox for C6000 and a 16-bit mailbox forC5400, which are used either to determine whether to post the softwareinterrupt or as values that can be evaluated within the SWI function.
 SWI_post, SWI_or, and SWI_inc post an SWI object unconditionally:
 ❏ SWI_post does not modify the value of the SWI object mailbox when it isused to post a software interrupt.
 ❏ SWI_or sets the bits in the mailbox determined by a mask that is passedas a parameter, and then posts the software interrupt.
 ❏ SWI_inc increases the SWI's mailbox value by one before posting theSWI object.
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 SWI_andn and SWI_dec post the SWI object only if the value of its mailboxbecomes 0:
 ❏ SWI_andn clears the bits in the mailbox determined by a mask passedas a parameter.
 ❏ SWI_dec decreases the value of the mailbox by one.
 Table 4-3 summarizes the differences between these functions.
 Table 4-3. SWI Object Function Differences
 The SWI mailbox allows you to have tighter control over the conditions thatshould cause an SWI function to be posted, or the number of times the SWIfunction should be executed once the software interrupt is posted andscheduled for execution.
 To access the value of its mailbox, an SWI function can call SWI_getmbox.SWI_getmbox can be called only from the SWI's object function. The valuereturned by SWI_getmbox is the value of the mailbox before the SWI objectwas removed from the posted SWI queue and the SWI function wasscheduled for execution.
 When the SWI Manager removes a pending SWI object from the postedobject�s queue, its mailbox is reset to its initial value. The initial value of themailbox is set from the Property Page when the SWI object is configured. Ifwhile the SWI function is executing it is posted again, its mailbox is updatedaccordingly. However, this does not affect the value returned bySWI_getmbox while the SWI functions execute. That is, the mailbox valuethat SWI_getmbox returns is the latched mailbox value when the softwareinterrupt was removed from the list of pending SWIs. The SWI's mailboxhowever, is immediately reset after the SWI is removed from the list ofpending SWIs and scheduled for execution. This gives the application theability to keep updating the value of the SWI mailbox if a new posting occurs,even if the SWI function has not finished its execution.
 For example, if an SWI object is posted multiple times before it is removedfrom the queue of posted SWIs, the SWI Manager schedules its function toexecute only once. However, if an SWI function must always run multipletimes when the SWI object is posted multiple times, SWI_inc should be usedto post the SWI as shown in Figure 4-7.
 Action
 Treats Mailbox as Bitmask
 Treats Mailbox as Counter
 Does not Modify Mailbox
 Always post SWI_or SWI_inc SWI_post
 Post if it becomes zero SWI_andn SWI_dec �
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 When an SWI has been posted using SWI_inc, once the SWI Manager callsthe corresponding SWI function for execution, the SWI function can accessthe SWI object mailbox to know how many times it was posted before it wasscheduled to run, and proceed to execute the same routine as many times asthe value of the mailbox.
 Figure 4-7. Using SWI_inc to Post an SWI
 Program configuration
 SWI object myswi Function myswiFxn()
 Programexecution · Calls SWI_inc(&myswi)
 · myswi is posted
 · Calls SWI_inc(&myswi)· myswi is posted again before it is scheduled for execution
 · SWI manager removes myswi from the posted SWI queue· myswiFxn() is scheduled for execution
 · myswiFxn() starts execution
 Mailboxvalue
 Value returned bySWI_getmbox
 0
 1
 2
 0 2
 0 2
 · myswiFxn() is preempted by ISR that calls SWI_inc(&myswi)· myswi is added to the posted SWI queue
 · myswiFxn() continues execution
 1 2
 1 2
 myswiFxn() { . . . repetitions = SWI_getmbox(); while (repetitions --){ �run SWI routine� } . . . }
 Thread Scheduling 4-33

Page 144
                        

Software Interrupts
 If more than one event must always happen for a given software interrupt tobe triggered, SWI_andn should be used to post the corresponding SWI objectas shown in Figure 4-8. For example, if a software interrupt must wait for inputdata from two different devices before it can proceed, its mailbox should havetwo set bits when the SWI object was configured. When both routines thatprovide input data have completed their tasks, they should both callSWI_andn with complementary bitmasks that clear each of the bits set in theSWI mailbox default value. Hence, the software interrupt is posted only whendata from both processes is ready.
 Figure 4-8. Using SWI_andn to Post an SWI
 In some situations the SWI function can call different routines depending onthe event that posted it. In that case the program can use SWI_or to post theSWI object unconditionally when an event happens. This is shown in Figure4-9. The value of the bitmask used by SWI_or encodes the event type thattriggered the post operation, and can be used by the SWI function as a flagthat identifies the event and serves to choose the routine to execute.
 Program configuration
 SWI object myswi Function myswiFxn()
 Programexecution · Calls
 SWI_andn(&myswi, 0x1)· myswi is not posted
 · Calls SWI_andn(&myswi, 0x2)· myswi is posted
 · SWI manager removes myswi from the posted SWI queue· myswiFxn() is scheduled for execution
 · myswiFxn() starts execution
 Mailboxvalue
 Value returned bySWI_getmbox
 0 ... 1 1 ...
 0 ... 1 0
 0 ... 0 0
 0 ... 1 1
 0 ... 1 1
 ...
 ...
 0 ... 0 0
 0 ... 0 0
 4-34

Page 145
                        

Software Interrupts
 Figure 4-9. Using SWI_or to Post an SWI.
 If the program execution requires that multiple occurrences of the same eventmust take place before an SWI is posted, SWI_dec should be used to postthe SWI as shown in Figure 4-10. By configuring the SWI mailbox to be equalto the number of occurrences of the event before the SWI should be postedand calling SWI_dec every time the event occurs, the SWI is posted only afterits mailbox reaches 0; that is, after the event has occurred a number of timesequal to the mailbox value.
 Program configuration
 SWI object myswi Function myswiFxn()
 Programexecution · Calls
 SWI_or(&myswi, 0x1)· myswi is posted
 · myswiFxn() is executed�
 · Calls SWI_or(&myswi, 0x2)· myswi is posted
 · myswiFxn() is executed
 Mailboxvalue
 Value returned bySWI_getmbox
 0 ... 0 0 ...
 0 ... 0 1
 0 ... 0 0
 0 ... 1 0
 0 ... 0 0
 ...
 0 ... 0 1
 ...
 0 ... 1 0
 myswiFxn() { ... eventType = SWI_getmbox(); switch (eventType) { case '0x1': 'run processing algorithm 1' case '0x2': 'run processing algorithm 2' case '0x4': 'run processing algorithm 3' ... } ... }
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 Figure 4-10. Using SWI_dec to Post an SWI
 4.3.6 Benefits and Tradeoffs
 There are two main benefits to using software interrupts instead of hardwareinterrupts.
 First, SWI handlers can execute with all hardware interrupts enabled. Tounderstand this advantage, recall that a typical HWI modifies a data structurethat is also accessed by tasks. Tasks therefore need to disable hardwareinterrupts when they wish to access these data structures in a mutuallyexclusive way. Obviously, disabling hardware interrupts always has thepotential to degrade the performance of a real-time system.
 Conversely, if a shared data structure is modified by an SWI handler insteadof an HWI, mutual exclusion can be achieved by disabling software interruptswhile the task accesses the shared data structure (SWI_disable andSWI_enable are described later in this chapter). Thus, there is no effect onthe ability of the system to respond to events in real-time using hardwareinterrupts.
 It often makes sense to break long ISRs into two pieces. The HWI takes careof the extremely time-critical operation and defers the less critical processingto an SWI handler.
 Program configuration
 SWI object myswi Function myswiFxn()
 Programexecution · Calls SWI_dec(&myswi)
 · myswi is not posted
 · Calls SWI_dec(&myswi)· myswi is posted
 · SWI manager removes myswi from the posted SWI queue· myswiFxn() is scheduled for execution
 · myswiFxn() starts execution
 Mailboxvalue
 Value returned bySWI_getmbox
 2
 1
 0
 2 0
 2 0
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 The second advantage is that an SWI handler can call some functions thatcannot be called from an HWI, because an SWI handler is guaranteed not torun while DSP/BIOS is updating internal data structures. This is an importantfeature of DSP/BIOS and you should become familiar with the table,Functions Callable by Tasks, SWI Handlers, or Hardware ISRs in theTMS320 DSP/BIOS API Reference Guide for your platform that listsDSP/BIOS functions and the threads from which each function can be called.
 Note:
 SWI handlers can call any DSP/BIOS function that does not block. Forexample, SEM_pend can make a task block, so SWI handlers cannot callSEM_pend or any function that calls SEM_pend (for example, MEM_alloc,TSK_sleep).
 On the other hand, an SWI handler must complete before any blocked taskis allowed to run. There might be situations where the use of a task might fitbetter with the overall system design, in spite of any additional overheadinvolved.
 4.3.7 Saving Registers During Software Interrupt Preemption
 When a software interrupt preempts another thread, DSP/BIOS preservesthe context of the preempted thread by automatically saving all of the CPUregisters shown in Table 4-4 onto the system stack.
 Table 4-4. CPU Registers Saved During Software Interrupt
 C54x Platform C55x Platform C6000 Platform C28x Platform
 agahalar0ar1ar2ar3ar4
 ar5ar6ar7bgbhbkblbrc
 pmstrearsaspst0st1ttrn
 ac0ac1ac2ac3brc1brs1csrrea0
 rea1rptcrsa0rsa1st0st1st2st3
 t0t1trn1xar1xar2xar3xar4
 a0�a9a16- a31(C64xonly)b0�99
 b16- b31 (C64x only)CSRAMR
 alahxar0xar4xar5xar6xar7
 xtphpldp
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 All registers listed in Table 4-4 are saved when a software interrupt preemptsanother thread. It is not necessary for a SWI handler written in either C orassembly to save any registers. However, if the SWI handler is written inassembly, it is safest to follow the register conventions and save the "save onentry" registers, since future DSP/BIOS implementations may not save theseregisters. These "save on entry" registers are ar1,ar6, and ar7 for �C54x anda10 through a15 and b10 through b15 for C6000. (See the optimizingcompiler user�s guide for your platform for more details on C registerconventions.)
 An SWI function that modifies the IER register should save it and then restoreit before it returns. If the SWI function fails to do this, the change becomespermanent and any other thread that starts to run or that the program returnsto afterwards can inherit the modification to the IER.
 The context is not saved automatically within an HWI function. You must usethe HWI_enter and HWI_exit macros or the HWI dispatcher to preserve theinterrupted context when an HWI function is triggered.
 4.3.8 Synchronizing SWI Handlers
 Within an idle loop function, task, or software interrupt function, you cantemporarily prevent preemption by a higher-priority software interrupt bycalling SWI_disable, which disables all SWI preemption. To reenable SWIpreemption, call SWI_enable.
 Software interrupts are enabled or disabled as a group. An individualsoftware interrupt cannot be enabled or disabled on its own.
 When DSP/BIOS finishes initialization and before the first task is called,software interrupts have been enabled. If an application wishes to disablesoftware interrupts, it calls SWI_disable as follows:
 key = SWI_disable();
 The corresponding enable function is SWI_enable.
 SWI_enable(key);
 key is a value used by the SWI module to determine if SWI_disable has beencalled more than once. This allows nesting of SWI_disable / SWI_enablecalls, since only the outermost SWI_enable call actually enables softwareinterrupts. In other words, a task can disable and enable software interruptswithout having to determine if SWI_disable has already been calledelsewhere.
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 When software interrupts are disabled, a posted software interrupt does notrun at that time. The interrupt is �latched� in software and runs when softwareinterrupts are enabled and it is the highest-priority thread that is read to run.
 Note:
 An important side effect of SWI_disable is that task preemption is alsodisabled. This is because DSP/BIOS uses software interrupts internally tomanage semaphores and clock ticks.
 To delete a dynamically created software interrupt, use SWI_delete.
 The memory associated with swi is freed. SWI_delete can only be called fromthe task level.
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 4.4 Tasks
 DSP/BIOS task objects are threads that are managed by the TSK module.Tasks have higher priority than the idle loop and lower priority than hardwareand software interrupts.
 The TSK module dynamically schedules and preempts tasks based on thetask�s priority level and the task�s current execution state. This ensures thatthe processor is always given to the highest priority thread that is ready to run.There are 15 priority levels available for tasks. The lowest priority level (0) isreserved for running the idle loop.
 The TSK module provides a set of functions that manipulate task objects.They access TSK object through handles of type TSK_Handle.
 The kernel maintains a copy of the processor registers for each task object.Each task has its own run-time stack for storing local variables as well as forfurther nesting of function calls.
 Stack size can be specified separately for each TSK object. Each stack mustbe large enough to handle normal subroutine calls as well as a single taskpreemption context. A task preemption context is the context that gets savedwhen one task preempts another as a result of an interrupt thread readying ahigher priority task. If the task blocks, only those registers that a C functionmust save are saved to the task stack. To find the correct stack size, you canmake the stack size large and then use Code Composer Studio software tofind the stack size actually used.
 All tasks executing within a single program share a common set of globalvariables, accessed according to the standard rules of scope defined for Cfunctions.
 4.4.1 Creating Tasks
 You can create TSK objects either dynamically (with a call to TSK_create) orstatically (in the configuration). Tasks that you create dynamically can also bedeleted during program execution.
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 4.4.1.1 Creating and Deleting Tasks Dynamically
 You can spawn DSP/BIOS tasks by calling the function TSK_create, whoseparameters include the address of a C function in which the new task beginsits execution. The value returned by TSK_create is a handle of typeTSK_Handle, which you can then pass as an argument to other TSKfunctions.
 TSK_Handle TSK_create(fxn, attrs, [arg,] ...)
 Fxn fxn;
 TSK_Attrs *attrs
 Arg arg
 A task becomes active when it is created and preempts the currently runningtask if it has a higher priority.
 The memory used by TSK objects and stacks can be reclaimed by callingTSK_delete. TSK_delete removes the task from all internal queues and freesthe task object and stack by calling MEM_free.
 Any semaphores, mailboxes, or other resources held by the task are notreleased. Deleting a task that holds such resources is often an applicationdesign error, although not necessarily so. In most cases, such resourcesshould be released prior to deleting the task.
 Void TSK_delete(task)
 TSK_Handle task;
 Note:
 Catastrophic failure can occur if you delete a task that owns resources thatare needed by other tasks in the system. See TSK_delete, in the TMS320DSP/BIOS API Reference Guide for your platform for details.
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 4.4.1.2 Creating Tasks Statically
 You can also create tasks statically, for example using the Configuration Tool.The configuration allows you to set a number of properties for each task andfor the TSK Manager itself.
 While it is running, a task that was created statically behaves exactly thesame as a task created with TSK_create. You cannot use the TSK_deletefunction to delete statically-created tasks. See Section 2.3, CreatingDSP/BIOS Objects Dynamically, page 2-9, for a discussion of the benefits ofcreating objects statically.
 The default configuration template defines the TSK_idle task which musthave the lowest priority. It runs the functions defined for the IDL objects whenno higher-priority task or interrupt is ready.
 4.4.1.3 Setting Task Properties in the Configuration Tool
 You can view the default TSK properties by clicking on the TSK Manager.Some of these properties include default task priority, stack size, and stacksegment. Each time a new TSK object is inserted, its priority, stack size, andstack segment are set to the defaults. You can also set these propertiesindividually for each TSK object. For a complete description of all TSKproperties, see TSK Module in the TMS320 DSP/BIOS API Reference Guidefor your platform.
 To change the priority of a task:
 1) Open the TSK module in the Configuration Tool to view all staticallycreated tasks.
 2) If you select any task, you see its priority in the list of properties in themiddle pane of the window as shown in Figure 4-11.
 Note:
 DSP/BIOS splits the specified stack space equally between user (data)stack memory and system stack memory.
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 Figure 4-11. Task Priority Display
 3) To change the priority of a task object, drag the task to the folder of thecorresponding priority. For example, to change the priority of TSK1 to 3,select it with the mouse and drag it to the folder labeled Priority 3.
 4) You can also change the priority of a task in the Properties window whichyou can select when you right-click on the TSK object pop-up menu
 When you configure tasks to have equal priority, they are scheduled inthe order in which they are listed in the Configuration Tool. Tasks canhave up to 16 priority levels. The highest level is 15 and the lowest is 0.The priority level of 0 is reserved for the system idle task. You cannot sorttasks within a single priority level.
 If you want a task to be initially suspended, drag it to the folder labeledPriority -1. Such tasks are not scheduled to run until their priority is raisedat run-time.
 The Property window for a TSK object shows its numeric priority level (from -1 to 15; 15 is the highest priority). You can also set priorities by selecting apriority level in the Property window shown in Figure 4-12.
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 Figure 4-12. TSK Properties Dialog Box
 4.4.2 Task Execution States and Scheduling
 Each TSK task object is always in one of four possible states of execution:
 1) Running, which means the task is the one actually executing on thesystem�s processor;
 2) Ready, which means the task is scheduled for execution subject toprocessor availability;
 3) Blocked, which means the task cannot execute until a particular eventoccurs within the system; or
 4) Terminated, which means the task is �terminated� and does not executeagain.
 Tasks are scheduled for execution according to a priority level assigned to theapplication. There can be no more than one running task. As a rule, no readytask has a priority level greater than that of the currently running task, sinceTSK preempts the running task in favor of the higher-priority ready task.Unlike many time-sharing operating systems that give each task its �fairshare� of the processor, DSP/BIOS immediately preempts the current taskwhenever a task of higher priority becomes ready to run.
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 The maximum priority level is TSK_MAXPRI (15); the minimum priority isTSK_MINPRI (1). If the priority is less than 0, the task is barred from furtherexecution until its priority is raised at a later time by another task. If the priorityequals TSK_MAXPRI, the task execution effectively locks out all otherprogram activity except for the handling of hardware interrupts and softwareinterrupts.
 During the course of a program, each task�s mode of execution can changefor a number of reasons. Figure 4-13 shows how execution modes change.
 Figure 4-13. Execution Mode Variations
 Functions in the TSK, SEM, and SIO modules alter the execution state of taskobjects: blocking or terminating the currently running task, readying apreviously suspended task, re-scheduling the current task, and so forth.
 There is one task whose execution mode is TSK_RUNNING. If all programtasks are blocked and no hardware or software interrupt is running, TSKexecutes the TSK_idle task, whose priority is lower than all other tasks in thesystem. When a task is preempted by a software or hardware interrupt, thetask execution mode returned for that task by TSK_stat is stillTSK_RUNNING because the task will run when the preemption ends.
 Note:
 Do not make blocking calls, such as SEM_pend or TSK_sleep, from withinan IDL function. Doing so prevents DSP/BIOS Analysis Tools fromgathering run-time information.
 TSK_TERMINATED
 TSK_create()task is created
 TSK_BLOCKED
 TSK_READY
 TSK_yield(),preemption
 TSK_tick(),SEM_post()task is readied
 TSK_RUNNING
 task suspendsTSK_sleep(),...SEM_pend(),...
 task exitsTSK_exit()
 TSK_delete() task is deleted
 TSK_delete()task is deleted
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 When the TSK_RUNNING task transitions to any of the other three states,control switches to the highest-priority task that is ready to run (that is, whosemode is TSK_READY). A TSK_RUNNING task transitions to one of the othermodes in the following ways:
 ❏ The running task becomes TSK_TERMINATED by calling TSK_exit,which is automatically called if and when a task returns from its top-levelfunction. After all tasks have returned, the TSK Manager terminatesprogram execution by calling SYS_exit with a status code of 0.
 ❏ The running task becomes TSK_BLOCKED when it calls a function (forexample, SEM_pend or TSK_sleep) that causes the current task tosuspend its execution; tasks can move into this state when they areperforming certain I/O operations, awaiting availability of some sharedresource, or idling.
 ❏ The running task becomes TSK_READY and is preempted wheneversome other, higher-priority task becomes ready to run. TSK_setpri cancause this type of transition if the priority of the current task is no longerthe highest in the system. A task can also use TSK_yield to yield to othertasks with the same priority. A task that yields becomes ready to run.
 A task that is currently TSK_BLOCKED transitions to the ready state inresponse to a particular event: completion of an I/O operation, availability ofa shared resource, the elapse of a specified period of time, and so forth. Byvirtue of becoming TSK_READY, this task is scheduled for executionaccording to its priority level; and, of course, this task immediately transitionsto the running state if its priority is higher than the currently executing task.TSK schedules tasks of equal priority on a first-come, first-served basis.
 4.4.3 Testing for Stack Overflow
 When a task uses more memory than its stack has been allocated, it can writeinto an area of memory used by another task or data. This results inunpredictable and potentially fatal consequences. Therefore, a means ofchecking for stack overflow is useful.
 Two functions, TSK_checkstacks, and TSK_stat, can be used to watch stacksize. The structure returned by TSK_stat contains both the size of its stackand the maximum number of MADUs ever used on its stack, so this codesegment could be used to warn of a nearly full stack:
 TSK_Stat statbuf; /* declare buffer */
 TSK_stat(TSK_self(), &statbuf); /* call func to get status */
 if (statbuf.used > (statbuf.attrs.stacksize * 9 / 10)) {
 LOG_printf(&trace, "Over 90% of task's stack is in use.\n")
 }
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 See the TSK_stat and TSK_checkstacks sections in the TMS320 DSP/BIOSAPI Reference Guide for your platform, for a description and examples oftheir use.
 4.4.4 Task Hooks
 An application may specify functions to be called for various task-relatedevents. Such functions are called hook functions. Hook functions can becalled for program initialization, task creation (TSK_create), task deletion(TSK_delete), task exits (TSK_exit), task readying, and task context switches(TSK_sleep, SEM_pend, etc.). Such functions can be used to extend a task�scontext beyond the basic processor register set.
 A single set of hook functions can be specified for the TSK module manager.To create additional sets of hook functions, use the HOOK module. Forexample, an application that integrates third-party software may need toperform both its own hook functions and the hook functions required by thethird-party software. In addition, each HOOK object can maintain a privatedata environment for each task.
 When you configure the initial HOOK object, any TSK module hook functionsyou have specified are automatically placed in a HOOK object calledHOOK_KNL. To set any properties of this object other than the Initializationfunction, use the TSK module properties. To set the Initialization functionproperty of the HOOK_KNL object, use the HOOK object properties. If youconfigure only a single set of hook functions using the TSK module, theHOOK module is not used.
 Functions written in C must be specified with a leading underscore ( _ ) in theConfiguration Tool.
 For details about hook functions, see the TSK Module and HOOK Moduletopics in the TMS320 DSP/BIOS API Reference Guide for your platform.
 4.4.5 Task Hooks for Extra Context
 Consider, for example, a system that has special hardware registers (say, forextended addressing) that need to be preserved on a per task basis. InExample 4-7 the function doCreate is used to allocate a buffer to maintainthese registers on a per task basis, doDelete is used to free this buffer, anddoSwitch is used to save and restore these registers.
 If task objects are created statically, the Switch function should not assume(as Example 4-7 does) that a task�s environment is always set by the Createfunction.
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 Example 4-7. Creating a Task Object
 Note:
 Non-pointer type function arguments to LOG_printf need explicit typecasting to (Arg) as shown in the following code example:LOG_printf(&trace, "Task %d Done", (Arg)id);
 #define CONTEXTSIZE `size of additional context`
 Void doCreate(task) TSK_Handle task;{ Ptr context;
 context = MEM_alloc(0, CONTEXTSIZE, 0); TSK_setenv(task, context); /* set task environment */}
 Void doDelete(task) TSK_Handle task;{ Ptr context;
 context = TSK_getenv(task); /* get register buffer */ MEM_free(0, context, CONTEXTSIZE);}
 Void doSwitch(from, to) TSK_Handle from; TSK_Handle to;{ Ptr context;
 static Int first = TRUE; if (first) { first = FALSE; return; }
 context = TSK_getenv(from); /* get register buffer */ *context = `hardware registers`; /* save registers */
 context = TSK_getenv(to); /* get register buffer / `hardware registers` = *context; /* restore registers */}Void doExit(Void){ TSK_Handle usrHandle; /* get task handle, if needed */ usrHandle = TSK_self();
 `perform user-defined exit steps`}
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 4.4.6 Task Yielding for Time-Slice Scheduling
 Example 4-8 demonstrates an implementation of a time-slicing schedulingmodel that can be managed by a user. This model is preemptive and doesnot require any cooperation (which is, code) by the tasks. The tasks areprogrammed as if they were the only thread running. Although DSP/BIOStasks of differing priorities can exist in any given application, the time-slicingmodel only applies to tasks of equal priority.
 In this example, the prd0 PRD object is configured to run a simple functionthat calls the TSK_yield() function every one millisecond. The prd1 PRDobject is configured to run a simple function that calls the SEM_post(&sem)function every 16 milliseconds.
 Figure 4-14 shows the trace window resulting from Example 4-8, while Figure4-15 shows the execution graph.
 Example 4-8. Time-Slice Scheduling
 /* * ======== slice.c ======== * This example utilizes time-slice scheduling among three * tasks of equal priority. A fourth task of higher * priority periodically preempts execution. * * A PRD object drives the time-slice scheduling. Every * millisecond, the PRD object calls TSK_yield() * which forces the current task to relinquish access to * to the CPU. The time slicing could also be driven by * a CLK object (as long as the time slice was the same interval * as the clock interrupt), or by another hardware * interrupt. * * The time-slice scheduling is best viewed in the Execution * Graph with SWI logging and PRD logging turned off. * * Because a task is always ready to run, this program * does not spend time in the idle loop. Calls to IDL_run() * are added to force the update of the Real-Time Analysis * tools. Calls to IDL_run() are within a TSK_disable(), * TSK_enable() block because the call to IDL_run() * is not reentrant. */
 #include <std.h>
 #include <clk.h>#include <idl.h>#include <log.h>#include <sem.h>#include <swi.h>#include <tsk.h>
 #include "slicecfg.h"
 Void task(Arg id_arg);Void hi_pri_task(Arg id_arg);Uns counts_per_us; /* hardware timer counts per microsecond */
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 Example 4.8. Time-Slice Scheduling (continued)/* ======== main ======== */Void main(){ LOG_printf(&trace, "Slice example started!"); counts_per_us = CLK_countspms() / 1000;}
 /* ======== task ======== */Void task(Arg id_arg){ Int id = ArgToInt(id_arg); LgUns time; LgUns prevtime;
 /* * The while loop below simulates the work load of * the time sharing tasks */ while (1) { time = CLK_gethtime() / counts_per_us;
 /* print time only every 200 usec */ if (time >= prevtime + 200) { prevtime = time; LOG_printf(&trace, "Task %d: time is(us) Ox%x", id, (Int)time); }
 /* check for rollover */ if (prevtime > time) { prevtime = time; }
 /* * pass through idle loop to pump data to the Real-Time * Analysis tools */ TSK_disable(); IDL_run(); TSK_enable(); }}
 /* ======== hi_pri_task ======== */Void hi_pri_task(Arg id_arg){ Int id = ArgToInt(id_arg);
 while (1) { LOG_printf(&trace, "Task %d here", id);
 SEM_pend(&sem, SYS_FOREVER); }}
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 Figure 4-14. Trace Window Results from Example 4-8
 Figure 4-15. Execution Graph for Example 4-8
 Thread Scheduling 4-51

Page 162
                        

The Idle Loop
 4.5 The Idle Loop
 The idle loop is the background thread of DSP/BIOS, which runs continuouslywhen no hardware interrupt service routines, software interrupt, or tasks arerunning. Any other thread can preempt the idle loop at any point.
 The IDL Manager allows you to insert functions that execute within the idleloop. The idle loop runs the IDL functions you configured. IDL_loop calls thefunctions associated with each one of the IDL objects one at a time, and thenstarts over again in a continuous loop. The functions are called in the sameorder in which they were created. Therefore, an IDL function must run tocompletion before the next IDL function can start running. When the last idlefunction has completed, the idle loop starts the first IDL function again. Idleloop functions are often used to poll non-real-time devices that do not (orcannot) generate interrupts, monitor system status, or perform otherbackground activities.
 The idle loop is the thread with lowest priority in a DSP/BIOS application. Theidle loop functions run only when no other hardware interrupts, softwareinterrupts, or tasks need to run. Communication between the target and theDSP/BIOS Analysis Tools is performed within the background idle loop. Thisensures that the DSP/BIOS Analysis Tools do not interfere with the program'sprocessing. If the target CPU is too busy to perform background processes,the DSP/BIOS Analysis Tools stop receiving information from the target untilthe CPU is available.
 By default, the idle loop runs the functions for these IDL objects:
 ❏ LNK_dataPump manages the transfer of real-time analysis data (forexample, LOG and STS data), and HST channel data between the targetDSP and the host. This is handled using RTDX.
 On the C54x platform, the RTDX_dataPump IDL object calls RTDX_Pollto transfer data between the target and the host. This occurs within theidle loop, which runs at the lowest priority.
 On the C55x and C6000 platforms, the host PC triggers an interrupt totransfer data to and from the target. This interrupt has a higher prioritythan SWI, TSK, and IDL functions. The actual HWI function runs in a veryshort time. Within the idle loop, the LNK_dataPump function does themore time-consuming work of preparing the RTDX buffers andperforming the RTDX calls. Only the actual data transfer is done at highpriority. This data transfer can have a small effect on real-time behavior,particularly if a large amount of LOG data must be transferred.
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 ❏ RTA_dispatcher is a real-time analysis server on the target that acceptscommands from DSP/BIOS Analysis Tools, gathers instrumentationinformation from the target, and uploads it at run time. RTA_dispatchersits at the end of two dedicated HST channels; its commands/responsesare routed from/to the host via LNK_dataPump.
 ❏ IDL_cpuLoad uses an STS object (IDL_busyObj) to calculate the targetload. The contents of this object are uploaded to the DSP/BIOS AnalysisTools through RTA_dispatcher to display the CPU load.
 ❏ RTDX_dataPump calls RTDX_Poll on the C5400 platform to transferdata between the target and the host. This occurs only if the DSP hasenough free cycles to execute the IDL loop on a regular basis. For theC55x and C6000 platforms, RTDX is an interrupt driven interface (asdescribed for the LNK_dataPump object), and there is noRTDX_dataPump object.
 ❏ PWRM_idleDomains calls a function to idle various DSP clock domainswithin the DSP/BIOS idle loop. Various clock domains to idle can beselected in the PWRM module configuration. When a HWI, SWI, or TSKthread is ready to run, the idled clock domains are restored to theirprevious configuration.
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 4.6 Power Management
 The DSP/BIOS Power Manager, PWRM, is a DSP/BIOS module that lets youreduce the power consumption of your application. The PWRM module iscurrently available for the �C5510. Partial support for other �C55x devices isalso available. See the DSP/BIOS release notes to determine which featuresare supported on different devices. The PWRM module provides the followingcapabilities:
 ❏ Idling Clock Domains. You can idle specific clock domains to reduceactive power consumption.
 ❏ Saving Power at Boot Time. You can specify a power-saving function tobe called automatically at boot time. This function can idle power-usingperipherals as desired.
 ❏ Scaling Voltage and Frequency. You can dynamically change theoperating voltage and frequency of the CPU. This is called V/F scaling.Since power usage is linearly proportional to the frequency andquadratically proportional to the voltage, using the PWRM module canresult in significant power savings.
 ❏ Using Sleep Modes. You can set custom sleep modes to save powerduring inactivity. These can be set statically or at run-time.
 ❏ Coordinating Sleep and Scaling. You can coordinate sleep modes andV/F scaling using registration and notification mechanisms provided bythe PWRM module.
 Note:
 It is important to note that the PWRM module does not ensure that theapplication can meet its scheduling requirements. Meeting suchrequirements is the responsibility of the application and the developer.
 4.6.1 Idling Clock Domains
 TI DSPs include an "IDLE" instruction that gates off DSP clocks to reduceactive power consumption. This is the primary mechanism used to reducepower consumption at run-time. On the �C55x, clocks are divided into thefollowing clock domains: CPU, CACHE, DMA, EMIF, PERIPH, and CLKGEN.These domains can be idled by setting the corresponding bit in the IdleConfiguration Register (ICR), and then executing the IDLE instruction.
 When idling clock domains, care must be used to avoid adverse effects onapplication scheduling. For example, if a task decides to idle the DSP CPUuntil more data arrives, other tasks of equal or lower priority cannot run until
 4-54

Page 165
                        

Power Management
 Thread Scheduling 4-55
 the next interrupt occurs. The task has inadvertently blocked scheduling ofother tasks. To avoid this situation, the DSP CPU should only be idled withinthe DSP/BIOS idle loop, which runs when no other threads are ready to run.
 To facilitate this, the PWRM module allows you to automatically idle selectedclock domains in the DSP/BIOS idle loop. The clock domains to be idled canbe statically configured in the Idling tab of the PWRM Module Properties, andcan be changed dynamically with the PWRM_configure function.
 When PWRM is configured to idle clock domains in the IDL loop, other IDLloop processing does not run as regularly as it did previously. For example,when real-time analysis is enabled, the idle loop runs functions to computethe CPU load, to gather real-time analysis data from the DSP, and to pumpdata from the DSP to Code Composer Studio. When PWRM idling is enabled,the PWRM_F_idleDomains function is added to the list of idle loop functions.If PWRM idles the CPU domain, then each time PWRM_F_idleDomains runsin the idle loop, the CPU domain is suspended until the next interrupt occurs.As a result, dynamic updating of real-time analysis data in Code ComposerStudio stalls or appears "choppy".
 Idling clock domains within the idle loop is intended for use in deployedsystems; that is, those for systems in which Code Composer Studio is notused.
 The PWRM_idleClocks function provides a way to idle clock domainsimmediately and indefinitely. If for example, an application runs entirely fromon-chip memory, it can call PWRM_idleClocks to idle the EMIF clock domain.
 4.6.2 Saving Power at Boot Time
 DSPs typically boot up fully powered and at their maximum clock rate.However, there are inevitably powered resources that are not needed initially,or that may never be used by a particular application.
 PWRM provides a hook mechanism that allows you to specify a function tobe called at boot time to turn off or idle powered resources until they areactually needed. For example, when a driver is opened later in applicationexecution, it can power up the underlying physical device. If the driver is laterclosed, it can power the device back down.
 Within the boot function, you can do things such as idling clock domains andcommanding external devices to go to a low power mode. Although suchfunctionality could be implemented directly in the main routine, the boot hookmechanism allows you to closely associate power-related code with thePower Manager.
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 4.6.3 Scaling Voltage and Frequency
 Active power dissipation of a CMOS-based DSP is linearly proportional to theclock rate (frequency), and quadratically proportional to the operatingvoltage. Additionally, the operating voltage determines the maximum clockrate available.
 Therefore, if an application can reduce the CPU clock rate and still meet itsprocessing deadlines, it can produce a linearly proportional savings in powerdissipation. However, reducing the CPU clock rate also proportionallyextends the execution time, so the application must be carefully analyzed tomake sure it can still meets its real-time requirements.
 If the clock frequency can be reduced and the new frequency is compatiblewith a lower operating voltage supported by the DSP, then potentiallysignificant additional savings can be also be made by reducing the voltage,due to the quadratic relationship.
 The PWRM module allows an application to call PWRM_changeSetpoint tochange the operating voltage and frequency (V/F). So, for example, when anapplication switches to a mode with reduced processing requirements, it canstep down the voltage and frequency to reduce power usage. Or, anapplication might accumulate "slack" time in its data-dependent processing,and then reduce V/F to absorb the slack time while running at lower power.
 Applications also can learn about the V/F scaling features supported by aplatform using the PWRM_getCurrentSetpoint, PWRM_getNumSetpoints,PWRM_getSetpointInfo, and PWRM_getTransitionLatency functions.
 The PWRM module also supports coordination of V/F changes across theapplication, through a registration and notification mechanism. As clientsregister with PWRM to be notified of V/F scaling power events, they indicatethe V/F setpoints they support. So, for example, if a driver cannot operatebelow a particular frequency, the client indicates this when it registers with thePWRM module, which prohibits transitions to lower frequencies as long asthe client remains registered.
 The PWRM module makes V/F scaling changes using a platform-specificPower Scaling Library (PSL). This library is implemented only for certainplatforms. For information about the Power Scaling Library, see Using thePower Scaling Library on the TMS320C5510 (SPRA848).
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 4.6.3.1 Effects on the DSP/BIOS CLK Module
 On the �C5510 the clock affected by V/F scaling (CPU) is the same clock thatdrives the timer used by DSP/BIOS for clock services (the CLK module). Thismeans changing the V/F setpoint disrupts DSP/BIOS clock services. Tominimize disruption, the PWRM module allows the DSP/BIOS CLK module toregister for notification of V/F scaling events. When notified of a new V/Fsetpoint, the CLK module reprograms the timer to tick at the same rate usedprior to the scaling operation.
 As a result, low-resolution time (CLK_getltime) continues to function followingfrequency scaling. However, a small amount of absolute time may be lost dueto the reprogramming operation. The loss occurs because the DSP/BIOStimer halts temporarily as the last step before V/F scaling occurs. As soon aspossible after a scaling operation, the timer begins ticking at the same rateused before the scaling operation. During the scaling operation, timeessentially "stands still" for DSP/BIOS and the application. No effort is madeto catch up for time lost while the clock was stopped or while the timer wasreprogrammed to tick at the same rate using the new CPU frequency. Also,absolute accuracy varies depending upon how well the new input frequencycan be divided down to generate the selected tick rate.
 High-resolution time (CLK_gethtime) can be used in combination with V/Fscaling with the following caveats:
 ❏ Across setpoint transitions, comparing CLK_gethtime deltas produces anerroneous value. Between setpoint transitions, CLK_gethtime can still beused to get high-resolution deltas.
 ❏ The rate at which the timer increments or decrements is usually differentat different V/F setpoints.
 4.6.4 Using Sleep Modes
 PWRM allows applications to activate sleep modes, which place the DSP ina low-power state. Implementations of sleep modes vary across targetplatforms, and can include idling clocks, reducing operating voltage, andpowering off subsystems. Currently, two sleep modes are supported for the�C5510: deep sleep and sleep until restart.
 ❏ Deep sleep allows the DSP to enter a minimum power state while waitingfor an external interrupt. When the interrupt occurs, the DSP gracefullyand quickly resumes processing where it left off. By default, all �C5510clock domains are idled in deep sleep, but PWRM allows you to overridethis and configure the specific �C5510 clock domains to be idled duringdeep sleep.
 ❏ Sleep until restart is a more drastic mode. The DSP is put into a minimalpower state with no intention of resuming until the DSP is rebooted.
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 The PWRM module also supports coordination of sleep state changes acrossthe application, through a registration and notification mechanism. Forexample, a driver that controls an external codec can register to be notifiedwhen the DSP is going to deep sleep, so that it can tell the external device togo to a low power state. When the DSP wakes from deep sleep, the driveragain gets notified, and sends the appropriate command to wake the codec.
 4.6.5 Coordinating Sleep and Scaling
 PWRM allows code that cares about power events to be registered fornotification when specific power events occur. Similarly, code can be un-registered when it no longer needs notification.
 Clients can call PWRM_registerNotify to register to be notified about thefollowing types of events:
 ❏ Power events:
 � The V/F setpoint is about to change.
 � The pending V/F setpoint change has now been made.
 ❏ Sleep events:
 � The DSP is going to deep sleep.
 � The DSP has awoken from deep sleep.
 � The DSP is going to deep sleep and must be restarted to resume.
 Figure 4-16 shows a sequence in which clients register and get notified of V/Fpower scaling events.
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 Figure 4-16. Power Event Notification
 The numbered steps are as follows:
 1) Application code registers to be notified of V/F setpoint changes. Forexample, different EMIF settings may be needed for different setpoints,so the application registers control code with the power manager(PWRM) so that it can change EMIF settings when there is a change tothe setpoint.
 2) A DSP/BIOS link driver using DMA for transfers to/from external memoryregisters to be notified of V/F setpoint changes. For example, prior to asetpoint change, the driver may need to temporarily stop DMA operationsto external memory.
 3) Packaged target content similarly registers for notification on setpointchanges.
 PSL
 PW RM
 BIOS Driver(e.g., DMAlink driver)
 Application Code
 TI or Third-PartyTarget Content
 12
 3
 4
 5
 5
 5 7
 7
 7
 PLL VREG
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 4) The application decides to change the V/F setpoint, and callsPWRM_changeSetpoint to initiate the setpoint change. It may do this, forexample, because of a change in the device's mode.
 5) Before the setpoint change, PWRM validates the change request andthen notifies all registered clients of the impending setpoint change.Clients are notified in the same order they registered for notification(FIFO order).
 6) PWRM calls the Power Scaling Library to change the V/F setpoint.
 7) After the setpoint change, PWRM notifies clients that the setpoint hasbeen changed.
 If a client's notification function can take immediate action it should do so andreturn PWRM_NOTIFYDONE. If the notification function cannot take actionbecause it must wait, it should return PWRM_NOTIFYNOTDONE. Later,when that client has completed its required action (for example, on the nextinterrupt from the device), it should call the delayedCompletionFunctionindicated to it by PWRM_registerNotify. The PWRM module waits until allclients have returned PWRM_NOTIFYDONE before continuing. If a clientdoes not signal that it is done within the timeout specified, PWRM returnsPWRM_ETIMEOUT, indicating a system failure.
 Before notifying clients of a power event, PWRM firsts disable SWI and TSKscheduling to protect against preemption while the event is being processed.The following table shows when SWI and TSK scheduling is disabled and re-enabled around event processing:
 Since SWI and TSK scheduling are disabled during PWRM notifications,clients cannot rely on SWI or TSK scheduling to finish PWRM eventprocessing. HWIs can be used to determine and signal completion ofprocessing of the power event. For example, to allow an in-process DMAoperation to complete, the DMA ISR can still run, and then call thedelayedCompletionFunction to signal to PWRM that the client has finishedprocessing the event.
 Type of Event Disable SWI & TSK Scheduling Re-enable Scheduling
 V/F Scaling Before notifying clients registered for pending setpoint change notification.
 After changing the setpoint and notifying clients registered for completed setpoint change notification.
 Sleep Before notifying clients registered for going to deep sleep or going to deep sleep until restart notification.
 After wakeup and notifying clients registered for woken from deep sleep notification.
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 4.7 Semaphores
 DSP/BIOS provides a fundamental set of functions for intertasksynchronization and communication based upon semaphores. Semaphoresare often used to coordinate access to a shared resource among a set ofcompeting tasks. The SEM module provides functions that manipulatesemaphore objects accessed through handles of type SEM_Handle.
 SEM objects are counting semaphores that can be used for both tasksynchronization and mutual exclusion. Counting semaphores keep aninternal count of the number of corresponding resources available. Whencount is greater than 0, tasks do not block when acquiring a semaphore.
 The functions SEM_create and SEM_delete are used to create and deletesemaphore objects, respectively, as shown in Example 4-9. You can alsocreate semaphore objects statically. See Section 2.3, Creating DSP/BIOSObjects Dynamically, page 2-9, for a discussion of the benefits of creatingobjects statically.
 Example 4-9. Creating and Deleting a Semaphore
 The semaphore count is initialized to count when it is created. In general,count is set to the number of resources that the semaphore is synchronizing.
 SEM_pend waits for a semaphore. If the semaphore count is greater than 0,SEM_pend simply decrements the count and returns. Otherwise, SEM_pendwaits for the semaphore to be posted by SEM_post.
 Note:
 When called within an HWI, the code sequence calling SEM_post orSEM_ipost must be either wrapped within an HWI_enter/HWI_exit pair orinvoked by the HWI dispatcher.
 The timeout parameter to SEM_pend, as shown in Example 4-10, allows thetask to wait until a timeout, to wait indefinitely (SYS_FOREVER), or to notwait at all (0). SEM_pend�s return value is used to indicate if the semaphorewas acquired successfully.
 SEM_Handle SEM_create(count, attrs); Uns count; SEM_Attrs *attrs;
 Void SEM_delete(sem); SEM_Handle sem;
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 Example 4-10. Setting a Timeout with SEM_pend
 Example 4-11 provides an example of SEM_post, which is used to signal asemaphore. If a task is waiting for the semaphore, SEM_post removes thetask from the semaphore queue and puts it on the ready queue. If no tasksare waiting, SEM_post simply increments the semaphore count and returns.
 Example 4-11. Signaling a Semaphore with SEM_post
 4.7.1 SEM Example
 Example 4-12 provides sample code for three writer tasks which createunique messages and place them on a queue for one reader task. The writertasks call SEM_post to indicate that another message has been enqueued.The reader task calls SEM_pend to wait for messages. SEM_pend returnsonly when a message is available on the queue. The reader task prints themessage using the LOG_printf function.
 The three writer tasks, reader task, semaphore, and queues in this exampleprogram were created statically.
 Since this program employs multiple tasks, a counting semaphore is used tosynchronize access to the queue. Figure 4-17 provides a view of the resultsfrom Example 4-11. Though the three writer tasks are scheduled first, themessages are read as soon as they have been enqueued because thereader�s task priority is higher than that of the writer.
 Bool SEM_pend(sem, timeout); SEM_Handle sem; Uns timeout; /* return after this many system clock ticks*/
 Void SEM_post(sem); SEM_Handle sem;
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 Example 4-12. SEM Example Using Three Writer Tasks /** ======== semtest.c ======== * * Use a QUE queue and SEM semaphore to send messages from * multiple writer() tasks to a single reader() task. The * reader task, the three writer tasks, queues, and semaphore * are created by the Configuration Tool. * * The MsgObj’s are preallocated in main(), and put on the * free queue. The writer tasks get free message structures * from the free queue, write the message, and then put the * message structure onto the message queue. * This example builds on quetest.c. The major differences are: * - one reader() and multiple writer() tasks. * - SEM_pend() and SEM_post() are used to synchronize * access to the message queue. * - ‘id’ field was added to MsgObj to specify writer() * task id. * * Unlike a mailbox, a queue can hold an arbitrary number of * messages or elements. Each message must, however, be a * structure with a QUE_Elem as its first field. */
 #include <std.h>#include <log.h>#include <mem.h>#include <que.h>#include <sem.h>#include <sys.h>#include <tsk.h>#include <trc.h>
 #define NUMMSGS 3 /* number of messages */#define NUMWRITERS 3 /* number of writer tasks created with */ /* Config Tool */
 typedef struct MsgObj { QUE_Elem elem; /* first field for QUE */ Int id; /* writer task id */ Char val; /* message value */} MsgObj, *Msg;
 Void reader();Void writer();
 /* * The following semaphore, queues, and log, are created by * the Configuration Tool. */extern SEM_Obj sem;
 extern QUE_Obj msgQueue;extern QUE_Obj freeQueue;
 extern LOG_Obj trace
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 Example 4.12. SEM Example Using Three Writer Tasks (continued) /* * ======== main ======== */Void main(){ Int i; MsgObj *msg; Uns mask;
 mask = TRC_LOGTSK | TRC_LOGSWI | TRC_STSSWI | TRC_LOGCLK; TRC_enable(TRC_GBLHOST | TRC_GBLTARG | mask);
 msg = (MsgObj *)MEM_alloc(0, NUMMSGS * sizeof(MsgObj), 0); if (msg == MEM_ILLEGAL) { SYS_abort(“Memory allocation failed!\n”); }
 /* Put all messages on freequeue */ for (i = 0; i < NUMMSGS; msg++, i++) { QUE_put(&freeQueue, msg); }}
 /* * ======== reader ======== */Void reader(){ Msg msg; Int i;
 for (i = 0; i < NUMMSGS * NUMWRITERS; i++) { /* * Wait for semaphore to be posted by writer(). */ SEM_pend(&sem, SYS_FOREVER);
 /* dequeue message */ msg = QUE_get(&msgQueue); /* print value */ LOG_printf(&trace, “read ‘%c’ from (%d).”, msg->val, msg->id);
 /* free msg */ QUE_put(&freeQueue, msg); } LOG_printf(&trace, “reader done.”);}
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 Example 4.12. SEM Example Using Three Writer Tasks (continued)
 Note:
 Non-pointer type function arguments to LOG_printf need explicit typecasting to (Arg) as shown in the following code example:LOG_printf(&trace, "Task %d Done", (Arg)id);
 /* * ======== writer ======== */Void writer(Int id){ Msg msg; Int i;
 for (i = 0; i < NUMMSGS; i++) { /* * Get msg from the free queue. Since reader is higher * priority and only blocks on sem, this queue is * never empty. */ if (QUE_empty(&freeQueue)) { SYS_abort(“Empty free queue!\n”); } msg = QUE_get(&freeQueue);
 /* fill in value */ msg->id = id; msg->val = (i & 0xf) + ‘a’; LOG_printf(&trace, “(%d) writing ‘%c’ ...”, id, msg->val);
 /* enqueue message */ QUE_put(&msgQueue, msg);
 /* post semaphore */ SEM_post(&sem);
 /* what happens if you call TSK_yield() here? */ /* TSK_yield(); */ } LOG_printf(&trace, “writer (%d) done.”, id);}
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 Figure 4-17. Trace Window Results from Example 4-12
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 4.8 Mailboxes
 The MBX module provides a set of functions to manage mailboxes. MBXmailboxes can be used to pass messages from one task to another on thesame processor. An intertask synchronization enforced by a fixed lengthshared mailbox can be used to ensure that the flow of incoming messagesdoes not exceed the ability of the system to process those messages. Theexamples given in this section illustrate just such a scheme.
 The mailboxes managed by the MBX module are separate from the mailboxstructure contained within a SWI object.
 MBX_create and MBX_delete are used to create and delete mailboxes,respectively. You can also create mailbox objects statically. See Section 2.3,Creating DSP/BIOS Objects Dynamically, page 2-9, for a discussion of thebenefits of creating objects statically.
 You specify the mailbox length and message size when you create a mailboxas shown in Example 4-13.
 Example 4-13. Creating a Mailbox
 MBX_pend is used to read a message from a mailbox as shown in Example4-14. If no message is available (that is, the mailbox is empty), MBX_pendblocks. In this case, the timeout parameter allows the task to wait until atimeout, to wait indefinitely, or to not wait at all.
 Example 4-14. Reading a Message from a Mailbox
 Conversely, MBX_post is used to post a message to the mailbox as shown inExample 4-15. If no message slots are available (that is, the mailbox is full),MBX_post blocks. In this case, the timeout parameter allows the task to waituntil a timeout, to wait indefinitely, or to not wait at all.
 MBX_Handle MBX_create(msgsize, mbxlength, attrs) Uns msgsize; Uns mbxlength; MBX_Attrs *attrs;
 Void MBX_delete(mbx) MBX_Handle mbx;
 Bool MBX_pend(mbx, msg, timeout) MBX_Handle mbx; Void *msg; Uns timeout; /* return after this many */ /* system clock ticks */
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 Example 4-15. Posting a Message to a Mailbox
 4.8.1 MBX Example
 Example 4-16 provides sample code showing two types of tasks createdstatically: a single reader task which removes messages from the mailbox,and multiple writer tasks which insert messages into the mailbox. Theresultant trace from Example 4-16 is shown in Figure 4-18.
 Note:
 When called within an HWI, the code sequence calling MBX_post must beeither wrapped within an HWI_enter/HWI_exit pair or invoked by the HWIdispatcher.
 Bool MBX_post(mbx, msg, timeout) MBX_Handle mbx; Void *msg; Uns timeout; /* return after this many */ /* system clock ticks */
 Bool MBX_post(mbx, msg, timeout) MBX_Handle mbx; Void *msg; Uns timeout; /* return after this many */ /* system clock ticks */
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 Example 4-16. MBX Example With Two Types of Tasks
 /* * ======== mbxtest.c ======== * Use a MBX mailbox to send messages from multiple writer() * tasks to a single reader() task. * The mailbox, reader task, and 3 writer tasks are created * by the Configuration Tool. * * This example is similar to semtest.c. The major differences * are: * - MBX is used in place of QUE and SEM. * - the ‘elem’ field is removed from MsgObj. * - reader() task is *not* higher priority than writer task. * - reader() looks at return value of MBX_pend() for timeout */ #include <std.h>
 #include <log.h>#include <mbx.h>#include <tsk.h>
 #define NUMMSGS 3 /* number of messages */#define TIMEOUT 10
 typedef struct MsgObj { Int id; /* writer task id */ Char val; /* message value */} MsgObj, *Msg;
 /* Mailbox created with Config Tool */extern MBX_Obj mbx;
 /* "trace" Log created with Config Tool */extern LOG_Obj trace;
 Void reader(Void);Void writer(Int id);
 /* * ======== main ======== */Void main(){ /* Does nothing */}
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 Example 4.16. MBX Example With Two Types of Tasks (continued)
 After the program runs, review the trace log contents. The results should besimilar to that shown in Example 4-18.
 /* * ======== reader ======== */Void reader(Void){ MsgObj msg; Int i;
 for (i=0; ;i++) {
 /* wait for mailbox to be posted by writer() */ if (MBX_pend(&mbx, &msg, TIMEOUT) == 0) { LOG_printf(&trace, "timeout expired for MBX_pend()"); break; }
 /* print value */ LOG_printf(&trace, "read ’%c’ from (%d).", msg.val, msg.id); } LOG_printf(&trace, "reader done.");}
 /* * ======== writer ======== */Void writer(Int id){ MsgObj msg; Int i;
 for (i=0; i < NUMMSGS; i++) { /* fill in value */ msg.id = id; msg.val = i % NUMMSGS + (Int)(‘a’);
 LOG_printf(&trace, "(%d) writing ‘%c’ ...", id, (Int)msg.val);
 /* enqueue message */ MBX_post(&mbx, &msg, TIMEOUT);
 /* what happens if you call TSK_yield() here? */ /* TSK_yield(); */ } LOG_printf(&trace, "writer (%d) done.", id);}
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 Figure 4-18. Trace Window Results from Example 4-16
 Associated with the mailbox at creation time is a total number of availablemessage slots, determined by the mailbox length you specify when youcreate the mailbox. In order to synchronize tasks writing to the mailbox, acounting semaphore is created and its count is set to the length of themailbox. When a task does an MBX_post operation, this count isdecremented. Another semaphore is created to synchronize the use ofreader tasks with the mailbox; this counting semaphore is initially set to zeroso that reader tasks block on empty mailboxes. When messages are postedto the mailbox, this semaphore is incremented.
 In Example 4-16, all the tasks have the same priority. The writer tasks try topost all their messages, but a full mailbox causes each writer to blockindefinitely. The readers then read the messages until they block on an emptymailbox. The cycle is repeated until the writers have exhausted their supplyof messages.
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 At this point, the readers pend for a period of time according to the followingformula, and then time out:
 TIMEOUT*1ms/(clock ticks per millisecond)
 After this timeout occurs, the pending reader task continues executing andthen concludes.
 At this point, it is a good idea to experiment with the relative effects ofscheduling order and priority, the number of participants, the mailbox length,and the wait time by combining the following code modifications:
 ❏ Creation order or priority of tasks
 ❏ Number of readers and writers
 ❏ Mailbox length parameter (MBXLENGTH)
 ❏ Add code to handle a writer task timeout
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 4.9 Timers, Interrupts, and the System Clock
 DSPs typically have one or more on-device timers which generate ahardware interrupt at periodic intervals. DSP/BIOS normally uses one of theavailable on-device timers as the source for its own system clock. Using theon-device timer hardware present on most TMS320 DSPs, the CLK modulesupports time resolutions close to the single instruction cycle.
 You define the system clock parameters in the DSP/BIOS configurationsettings. In addition to the DSP/BIOS system clock, you can set up additionalclock objects for invoking functions each time a timer interrupt occurs.
 On the C6000 platform, you can also define parameters for the CLK module�sHWI object, since that object is pre-configured to use the HWI dispatcher.This allows you to manipulate the interrupt mask and cache control maskproperties of the CLK ISR.
 DSP/BIOS provides two separate timing methods�the high- and low-resolution times and the system clock. In the default configuration, the low-resolution time and the system clock are the same. However, your programcan drive the system clock using some other event, such as the availability ofdata. You can disable or enable the CLK Manager�s use of the on-devicetimer to drive high- and low-resolution times. You can drive the system clockusing the low-resolution time, some other event, or not at all. The interactionsbetween these two timing methods are shown in Example 4-19.
 Figure 4-19. Interactions Between Two Timing Methods
 Default configuration:Low-resolution time and
 system clock are the same
 Low-resolution timeand system clock
 are different
 Only low- and high-resolution times available;
 timeouts don't elapse
 Only system clockavailable; CLK functions
 don't run
 No timing method;CLK functions don't run;
 timeouts don't elapseNot possible
 CLK module drivessystem clock
 CLK managerenabled
 CLK managerdisabled
 Other event drivessystem clock
 No event drivessystem clock
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 4.9.1 High- and Low-Resolution Clocks
 Using the CLK Manager in the configuration, you can disable or enableDSP/BIOS� use of an on-device timer to drive high- and low-resolution timeson the Clock Manager Properties dialog box as shown in Figure 4-20, whichdepicts the CLK Manager Properties dialog box for the C54x platform.
 The C6000 platform has multiple general-purpose timers, whereas, theC5400 platform has one general-purpose timer. On the C6000, theconfiguration allows you to select the on-device timer that is used by the CLKManager. On all platforms, you can configure the period at which the timerinterrupt is triggered. See CLK Module in the TMS320 DSP/BIOS APIReference Guide for your platform, for more details about these properties.By entering the period of the timer interrupt, DSP/BIOS automatically sets upthe appropriate value for the period register.
 Figure 4-20. CLK Manager Properties Dialog Box
 When the CLK Manager is enabled on the C6000 platform, the timer counterregister is incremented every four CPU cycles. When the CLK Manager isenabled on the C5400 platform, the timer counter is decremented at thefollowing rate, where CLKOUT is the DSP clock speed in MIPS (see the
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 Global Settings Property dialog in the TMS320 DSP/BIOS API ReferenceGuide for your platform) and TDDR is the value of the timer divide-downregister as shown in the following equation.
 When this register reaches 0 on the C5400 and C2800 platform, or the valueset for the period register on the C6000 platform, the counter is reset. On theC5400 and C2800, it is reset to the value in the period register. On the C6000,it is reset to 0. At this point, a timer interrupt occurs. When a timer interruptoccurs, the HWI object for the selected timer runs the CLK_F_isr function,which causes these events to occur:
 ❏ The low-resolution time is incremented by 1 on the C6000, C2800, andC5000 platforms.
 ❏ All the functions specified by CLK objects are performed in sequence inthe context of that ISR.
 Therefore, the low-resolution clock ticks at the timer interrupt rate and theclock�s time is equal to the number of timer interrupts that have occurred. Toobtain the low-resolution time, you can call CLK_getltime from yourapplication code.
 The CLK functions performed when a timer interrupt occurs are performed inthe context of the hardware interrupt that caused the system clock to tick.Therefore, the amount of processing performed within CLK functions shouldbe minimized and these functions can invoke only DSP/BIOS calls that areallowable from within an HWI.
 Note:
 CLK functions should not call HWI_enter and HWI_exit as these are calledinternally when DSP/BIOS runs CLK_F_isr. Additionally, CLK functionsshould not use the interrupt keyword or the INTERRUPT pragma in Cfunctions.
 The high-resolution clock ticks at the same rate the timer counter register isincremented on the C6000 platform and decremented on the C5400 andC2800 platforms. Hence, the high-resolution time is the number of times thetimer counter register has been incremented or decremented. On the C6000platform, this is equivalent to the number of instruction cycles divided by 4.The CPU clock rate is high, therefore, the timer counter register can reach theperiod register value (C6000 platform) or 0 (C5400 platform) very quickly.
 CLKOUT / (TDDR + 1)
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 On the C6000 platform, the 32-bit high-resolution time is calculated bymultiplying the low-resolution time (that is, the interrupt count) by the value ofthe period register and adding the current value of the timer counter register.To obtain the value of the high-resolution time you can call CLK_gethtimefrom your application code. The value of both clock restart at 0 when themaximum 32-bit value is reached.
 On the C54x platform, the 32-bit high-resolution time is calculated bymultiplying the low-resolution time (that is, the interrupt count) by the value ofthe period register and adding the difference between the period registervalue and the value of the timer counter register. To obtain the value of thehigh-resolution time you can call CLK_gethtime from your application code.The value of the clock restarts at the value in the period register when 0 isreached.
 On the C28x platform, the 32-bit high resolution time is calculated bymultiplying the low-resolution time (that is, interrupt count) by the value of theperiod register, and adding the difference between the period register valueand the value of the timer counter register. To obtain the value of the high-resolution time, you can call CLK_gethtime from your application code, thevalue of the clock restart at the value in the period register when 0 is reached.
 Other CLK module APIs are CLK_getprd, which returns the value set for theperiod register in the configuration; and CLK_countspms, which returns thenumber of timer counter register increments or decrements per millisecond.
 Modify the properties of the CLK Manager (Figure 4-20) to configure the low-resolution clock. For example, to make the low-resolution clock tick everymillisecond (.001 sec), type 1000 in the CLK Manager�s Microseconds/Intfield. The configuration automatically calculates the correct value for theperiod register.
 You can directly specify the period register value if you put a checkmark in theDirectly configure on-device timer registers box as shown in Figure 4-20. Onthe C6000 platform, to generate a 1 millisecond (.001 sec) system clockperiod on a 160 MIPS processor using the CPU clock/4 to drive the clock, theperiod register value is:
 Period = 0.001 sec * 160,000,000 cycles per second / 4 cycles = 40,000
 To do the same thing on C5400 and C2800 platforms with a 40 MIPSprocessor using the CPU to drive the clock, the period register value is:
 Period = 0.001 sec * 40,000,000 cycles per second = 40,000
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 4.9.2 System Clock
 Many DSP/BIOS functions have a timeout parameter. DSP/BIOS uses asystem clock to determine when these timeouts should expire. The systemclock tick rate can be driven using either the low-resolution time or an externalsource.
 The TSK_sleep function is an example of a function with a timeout parameter.After calling this function, its timeout expires when a number of ticks equal tothe timeout value have passed in the system clock. For example, if thesystem clock has a resolution of 1 microsecond and we want the current taskto block for 1 millisecond, the call should look like this:
 /* block for 1000 ticks * 1 microsecond = 1 msec */
 TSK_sleep(1000)
 Note:
 Do not call TSK_sleep or SEM_pend with a timeout other than 0 orSYS_FOREVER if the program is configured without something to drive thePRD module. In a default configuration, the CLK module drives the PRDmodule.
 If you are using the default CLK configuration, the system clock has the samevalue as the low-resolution time because the PRD_clock CLK object drivesthe system clock.
 There is no requirement that an on-device timer be used as the source of thesystem clock. An external clock, for example one driven by a data streamrate, can be used instead. If you do not want the on-device timer to drive thelow-resolution time, destroy the CLK object named PRD_clock in theconfiguration script. If an external clock is used, it can call PRD_tick toadvance the system clock. Another possibility is having an on-deviceperipheral such as the codec that is triggering an interrupt at regular intervals,call PRD_tick from that interrupt�s HWI. In this case, the resolution of thesystem call is equal to the frequency of the interrupt that is calling PRD_tick.
 4.9.3 Example�System Clock
 Example 4-17, clktest.c, shows a simple use of the DSP/BIOS functions thatuse the system clock, TSK_time and TSK_sleep. The task, labeled task, inclktest.c sleeps for 1000 ticks before it is awakened by the task scheduler.Since no other tasks have been created, the program runs the idle functionswhile task is blocked. The program assumes that the system clock isconfigured and driven by PRD_clock. This program is included in the
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 c:\ti\examples\target\bios\clktest folder where target represents yourplatform. The trace log output for the code in Example 4-17 would be similarto that shown in Example 4-21.
 Example 4-17. Using the System Clock to Drive a Task
 Note:
 Non-pointer type function arguments to LOG_printf need explicit typecasting to (Arg) as shown in the following code example: LOG_printf(&trace, "Task %d Done", (Arg)id);
 Figure 4-21. Trace Log Output from Example 4-17
 /* ======== clktest.c ======= * In this example, a task goes to sleep for 1 sec and * prints the time after it wakes up. */
 #include <std.h>
 #include <log.h>#include <clk.h>#include <tsk.h>
 extern LOG_Obj trace;
 /* ======== main ======== */Void main(){ LOG_printf(&trace, "clktest example started.\n");}
 Void taskFxn(){ Uns ticks; LOG_printf(&trace, "The time in task is: %d ticks", (Int)TSK_time());
 ticks = (1000 * CLK_countspms()) / CLK_getprd();
 LOG_printf(&trace, "task going to sleep for 1 second... "); TSK_sleep(ticks); LOG_printf(&trace, "...awake! Time is: %d ticks", (Int)TSK_time());}
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 4.10 Periodic Function Manager (PRD) and the System Clock
 Many applications need to schedule functions based on I/O availability orsome other programmed event. Other applications can schedule functionsbased on a real-time clock.
 The PRD Manager allows you to create objects that schedule periodicexecution of program functions. To drive the PRD module, DSP/BIOSprovides a system clock. The system clock is a 32-bit counter that ticks everytime PRD_tick is called. You can use the timer interrupt or some otherperiodic event to call PRD_tick and drive the system clock.
 There can be several PRD objects, but all are driven by the same systemclock. The period of each PRD object determines the frequency at which itsfunction is called. The period of each PRD object is specified in terms of thesystem clock time; that is, in system clock ticks.
 To schedule functions based on certain events, use the following procedures:
 ❏ Based on a real-time clock. Put a check mark in the Use CLK Managerto Drive PRD box by right-clicking on the PRD Manager and selectingProperties in the Configuration Tool. By doing this you are setting thetimer interrupt used by the CLK Manager to drive the system clock. Whenyou do this a CLK object called PRD_clock is added to the CLK module.This object calls PRD_tick every time the timer interrupt goes off,advancing the system clock by one tick.
 Note:
 When the CLK Manager is used to drive PRD, the system clock that drivesPRD functions ticks at the same rate as the low-resolution clock. The low-resolution and system time coincide.
 ❏ Based on I/O availability or some other event. Remove the checkmark from the Use the CLK Manager to Drive PRD box for the PRDManager. Your program should call PRD_tick to increment the systemclock. In this case the resolution of the system clock equals the frequencyof the interrupt from which PRD_tick is called.
 4.10.1 Invoking Functions for PRD Objects
 When PRD_tick is called two things can occur:
 ❏ PRD_D_tick, the system clock counter, increases by one; that is, thesystem clock ticks.
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 ❏ An SWI called PRD_swi is posted if the number of PRD_ticks that haveelapsed is equal to a value that is the greatest power of two among thecommon denominators of the PRD function periods. For example, if theperiods of three PRD objects are 12, 24, and 36, PRD_swi runs everyfour ticks. It does not simply run every 12 or 6 ticks because thoseintervals are not powers of two.
 When a PRD object is created statically, a new SWI object is automaticallyadded called PRD_swi.
 When PRD_swi runs, its function executes the following type of loop:
 for ("Loop through period objects") {
 if ("time for a periodic function")
 "run that periodic function";
 }
 Hence, the execution of periodic functions is deferred to the context ofPRD_swi, rather than being executed in the context of the HWI wherePRD_tick was called. As a result, there can be a delay between the time thesystem tick occurs and the execution of the periodic objects whose periodshave expired with the tick. If these functions run immediately after the tick,you should configure PRD_swi to have a high priority with respect to otherthreads in your application.
 4.10.2 Interpreting PRD and SWI Statistics
 Many tasks in a real-time system are periodic; that is, they executecontinuously and at regular intervals. It is important that such tasks finishexecuting before it is time for them to run again. A failure to complete in thistime represents a missed real-time deadline. While internal data buffering canbe used to recover from occasional missed deadlines, repeated misseddeadlines eventually result in an unrecoverable failure.
 The implicit statistics gathered for SWI functions measure the time from whena software interrupt is ready to run and the time it completes. This timing iscritical because the processor is actually executing numerous hardware andsoftware interrupts. If a software interrupt is ready to execute but must waittoo long for other software interrupts to complete, the real-time deadline ismissed. Additionally, if a task starts executing, but is interrupted too manytimes for too long a period of time, the real-time deadline is also missed.
 The maximum ready-to-complete time is a good measure of how close thesystem is to potential failure. The closer a software interrupt�s maximumready-to-complete time is to its period, the more likely it is that the systemcannot survive occasional bursts of activity or temporary data-dependent
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 increases in computational requirements. The maximum ready-to-completetime is also an indication of how much headroom exists for future productenhancements (which invariably require more MIPS).
 Note:
 DSP/BIOS does not implicitly measure the amount of time each softwareinterrupt takes to execute. This measurement can be determined byrunning the software interrupt in isolation using either the simulator or theemulator to count the precise number of execution cycles required.
 It is important to realize even when the sum of the MIPS requirements of allroutines in a system is well below the MIPS rating of the DSP, the system cannot meet its real-time deadlines. It is not uncommon for a system with a CPUload of less than 70% to miss its real-time deadlines due to prioritizationproblems. The maximum ready-to-complete times monitored by DSP/BIOS,however, provide an immediate indication when these situations exist.
 When statistics accumulators for software interrupts and periodic objects areenabled, the host automatically gathers the count, total, maximum, andaverage for the following types of statistics:
 ❏ SWI. Statistics about the period elapsed from the time the softwareinterrupt was posted to its completion.
 ❏ PRD. The number of periodic system ticks elapsed from the time theperiodic function is ready to run until its completion. By definition, aperiodic function is ready to run when period ticks have occurred, whereperiod is the period parameter for this object.
 You can set the units for the SWI completion period by setting CLK Managerparameters. This period is measured in instruction cycles if the CLK module�sUse high resolution time for internal timings parameter is set to True (thedefault). If this CLK parameter is set to False, SWI statistics are displayed inunits of timer interrupt periods. You can also choose milliseconds ormicroseconds for Statistics Units on the Statistics View Property Page.
 For example, if the maximum value for a PRD object increases continuously,the object is probably not meeting its real-time deadline. In fact, the maximumvalue for a PRD object should be less than or equal to the period (in systemticks) property of this PRD object. If the maximum value is greater than theperiod ( Figure 4-22), the periodic function has missed its real-time deadline.
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 Figure 4-22. Using Statistics View for a PRD Object
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 4.11 Using the Execution Graph to View Program Execution
 You can use the Code Composer Studio Execution Graph to see a visualdisplay of thread activity by choosing DSP/BIOS→Execution Graph.
 4.11.1 States in the Execution Graph Window
 The Execution Graph, as seen in Figure 4-23, examines the information in thesystem log (LOG_system) and shows the thread states in relation to the timerinterrupt (Time) and system clock ticks (PRD Ticks).
 Figure 4-23. The Execution Graph Window
 White boxes indicate that a thread has been posted and is ready to run. Blue-green boxes indicate that the host had not yet received any information aboutthe state of this thread at that point in the log. Dark blue boxes indicate that athread is running.
 Bright blue boxes in the Errors row indicate that an error has occurred. Forexample, an error is shown when the Execution Graph detects that a threaddid not meet its real-time deadline. It also shows invalid log records, whichcan be caused by the program writing over the system log. Double-click onan error to see the details.
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 4.11.2 Threads in the Execution Graph Window
 The SWI and PRD functions listed in the left column are listed from highestto lowest priority. However, for performance reasons, there is no informationin the Execution Graph about hardware interrupt and background threads(aside from the CLK ticks, which are normally performed by an interrupt).Time not spent within an SWI, PRD, or TSK thread must be within an HWI orIDL thread, so this time is shown in the Other Threads row.
 Functions run by PIP (notify functions) run as part of the thread that called thePIP API. The LNK_dataPump object runs a function that manages the host�send of an HST (Host Channel Manager) object. This object and other IDLobjects run from the IDL background thread, and are included in the OtherThreads row.
 Note:
 The Time marks and the PRD Ticks are not equally spaced. This graphshows a square for each event. If many events occur between two Timeinterrupts or PRD Ticks, the distance between the marks is wider than forintervals during which fewer events occurred.
 4.11.3 Sequence Numbers in the Execution Graph Window
 The tick marks above the bottom scroll bar in Figure 4-23 show the sequenceof events in the Execution Graph.
 Note:
 Circular logs (the default for the Execution Graph) contain only the mostrecent n events. Normally, there are events that are not listed in the logbecause they occur after the host polls the log and are overwritten beforethe next time the host polls the log. The Execution Graph shows a redvertical line and a break in the log sequence numbers at the end of eachgroup of log events it polls.
 You can view more log events by increasing the size of the log to hold the fullsequence of events you want to examine. You can also set the RTA ControlPanel to log only the events you want to examine.
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 4.11.4 RTA Control Panel Settings for Use with the Execution Graph
 The TRC module allows you to control what events are recorded in theExecution Graph at any given time during the application execution. Therecording of SWI, PRD, and CLK events in the Execution Graph can becontrolled from the host (using the RTA Control Panel as shown in Figure 4-24;DSP/BIOS→ RTA Control Panel in Code Composer Studio software) or fromthe target code (through the TRC_enable and TRC_disable APIs). SeeSection 3.3.4.2, Control of Implicit Instrumentation, page 3-15, for details onhow to control implicit instrumentation.
 Figure 4-24. RTA Control Panel Dialog Box
 When using the Execution Graph, turning off automatic polling stops the logfrom scrolling frequently and gives you time to examine the graph. You canuse either of these methods to turn off automatic polling:
 ❏ Right-click on the Execution Graph and choose Pause from the shortcutmenu.
 ❏ Right-click on the RTA Control Panel and choose Property Page. Set theEvent Log/Execution Graph refresh rate to 0. Click OK.
 You can poll log data from the target whenever you want to update the graphby right-clicking on the Execution Graph and choose Refresh Window fromthe shortcut menu. You can choose Refresh Window several times to seeadditional data. The shortcut menu you see when you right-click on the graphalso allows you to clear the previous data shown on the graph.
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 If you plan to use the Execution Graph and your program has a complexexecution sequence, you can increase the size of the Execution Graph in theconfiguration. Right-click on the LOG_system LOG object and selectProperties to increase the buflen property. Each log message uses fourwords, so the buflen should be at least the number of events you want to storemultiplied by 4.
 In the case of the C55x platform, the large memory model data pointers are23 bits in length and all long word access requires even address alignment.This results in the log event buffer size doubling (that is, eight words).
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 Memory and Low-level Functions
 This chapter describes the low-level functions found in the DSP/BIOS real-time multitasking kernel. These functions are embodied in the followingsoftware modules:
 ❏ MEM and BUF, which manage allocation of variable-length and fixed-length memory
 ❏ SYS, which provides miscellaneous system services
 ❏ QUE, which manages queues
 This chapter also presents several simple example programs that use thesemodules. The API functions are described in greater detail in the TMS320DSP/BIOS API Reference Guide for your platform.
 5.1 Memory Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5-2
 5.2 System Services . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5-12
 5.3 Queues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .5-15
 Topic Page
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 5.1 Memory Management
 The Memory Section Manager (MEM module) manages named memorysegments that correspond to physical ranges of memory. If you want morecontrol over memory segments, you can create your own linker command fileand include the linker command file created by the Configuration Tool.
 The MEM module also provides a set of functions for dynamically allocatingand freeing variable-sized blocks of memory. The BUF module provides a setof functions for dynamically allocating and freeing fixed-sized blocks ofmemory.
 Unlike standard C functions like malloc, the MEM functions enable you tospecify which segment of memory is used to satisfy a particular request forstorage. Real-time DSP hardware platforms typically contain several differenttypes of memory: fast, on-device RAMs; zero wait-state external SRAMs;slower DRAMs for bulk data; and several others. Having explicit control overwhich memory segment contains a particular block of data is essential tomeeting real-time constraints in many DSP applications.
 The MEM module does not set or configure hardware registers associatedwith a DSPs memory subsystem. Such configuration is your responsibilityand is typically handled by software loading programs, or in the case of CodeComposer Studio, the GEL start-up or menu options. For example, to accessexternal memory on a C6000 platform, the External Memory Interface (EMIF)registers must first be set appropriately before any access. The earliestopportunity for EMIF initialization within DSP/BIOS would be during the userinitialization function (see Global Settings in the TMS320 DSP/BIOS APIReference Guide for your platform).
 The MEM functions allocate and free variable-sized memory blocks. Memoryallocation and freeing are non-deterministic when using the MEM module,since this module maintains a linked list of free blocks for each particularmemory segment. MEM_alloc and MEM_free must transverse this linked listwhen allocating and freeing memory.
 5.1.1 Configuring Memory Segments
 The templates provided with DSP/BIOS define a set of memory segments.These segments are somewhat different for each supported DSP board. Ifyou are using a hardware platform for which there is no configurationtemplate, you need to customize the MEM objects and their properties. Youcan customize MEM segments in the following ways:
 ❏ Insert a new MEM segment and define its properties. For details on MEMobject properties, see the TMS320 DSP/BIOS API Reference Guide foryour platform.
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 ❏ Change the properties of an existing MEM segment.
 ❏ Delete some MEM segments, particularly those that correspond toexternal memory locations. However, you must first change anyreferences to that segment made in the properties of other objects andmanagers. To find dependencies on a particular MEM segment, right-click on that segment and select Show Dependencies from the pop-upmenu. Deleting or renaming the IPRAM and IDRAM (C6000 platform) orIPROG and IDATA (C5000 platform) segments is not recommended.
 ❏ Rename some MEM segments. To rename a segment, follow thesesteps:
 a) Remove dependencies to the segment you want to rename. To finddependencies on a particular MEM segment, right-click on thatsegment and select Show Dependencies from the pop-up menu.
 b) Rename the segment. You can right-click on the segment name andchoose Rename from the pop-up menu to edit the name.
 c) Recreate dependencies on this segment as needed by selecting thenew segment name in the property dialogs for other objects.
 5.1.2 Disabling Dynamic Memory Allocation
 If small code size is important to your application, you can reduce code sizesignificantly by removing the capability to dynamically allocate and freememory. If you remove this capability, your program cannot call any of theMEM functions or any object creation functions (such as TSK_create). Youshould create all objects that are used by your program in the configuration.
 To remove the dynamic memory allocation capability, put a checkmark in theNo Dynamic Memory Heaps box in the Properties dialog for the MEMManager.
 If dynamic memory allocation is disabled and your program calls a MEMfunction (or indirectly calls a MEM function by calling an object creationfunction), an error occurs. If the segid passed to the MEM function is thename of a segment, a link error occurs. If the segid passed to the MEMfunction is an integer, the MEM function will call SYS_error.
 5.1.3 Defining Segments in Your Own Linker Command File
 The MEM Manager allows you to select which memory segments containvarious types of code and data. If you want more control over where theseitems are stored, put a checkmark in the User .cmd file for non-DSP/BIOSsegments box in the Properties dialog for the MEM Manager.
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 You should then create your own linker command file that begins by includingthe linker command file created by the Configuration Tool. For example, yourown linker command file might look like one of those shown in Example 5-1or Example 5-2.
 Example 5-1. Linker Command File (C6000 Platform)
 Example 5-2. Linker Command File (C5000 and C28x Platforms)
 /* First include DSP/BIOS generated cmd file. */-l designcfg.cmd
 SECTIONS { /* place high-performance code in on-device ram */ .fast_text: { myfastcode.lib*(.text) myfastcode.lib*(.switch) } > IPRAM
 /* all other user code in off device ram */ .text: {} > SDRAM0 .switch: {} > SDRAM0 .cinit: {} > SDRAM0 .pinit: {} > SDRAM0
 /* user data in on-device ram */ .bss: {} > IDRAM .far: {} > IDRAM}
 /* First include DSP/BIOS generated cmd file. */-l designcfg.cmd
 SECTIONS { /* place high-performance code in on-device ram */ .fast_text: { myfastcode.lib*(.text) myfastcode.lib*(.switch) } > IPROG PAGE 0
 /* all other user code in off device ram */ .text: {} > EPROG0 PAGE 0 .switch: {} > EPROG0 PAGE 0 .cinit: {} > EPROG0 PAGE 0 .pinit: {} > EPROG0 PAGE 0
 /* user data in on-device ram */ .bss: {} > IDATA PAGE 1 .far: {} > IDATA PAGE 1}
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 5.1.4 Allocating Memory Dynamically
 DSP/BIOS provides functions in two modules for dynamic memory allocation:MEM and BUF. The MEM module allocates variable-size blocks of memory.The BUF module allocates fixed-size buffers from buffer pools.
 5.1.4.1 Memory Allocation with the MEM Module
 Basic storage allocation may be handled using MEM_alloc, whoseparameters specify a memory segment, a block size, and an alignment asshown in Example 5-3. If the memory request cannot be satisfied, MEM_allocreturns MEM_ILLEGAL.
 Example 5-3. Using MEM_alloc for System-Level Storage
 The segid parameter identifies the memory segment from which memory isto be allocated. This identifier can be an integer or a memory segment namedefined in the configuration.
 The memory block returned by MEM_alloc contains at least the number ofminimum addressable data units (MADUs) indicated by the size parameter.A minimum addressable unit for a processor is the smallest datum that canbe loaded or stored in memory. An MADU can be viewed as the number ofbits between consecutive memory addresses. The number of bits in anMADU varies with different DSP devices, for example, the MADU for theC5000 platform is a 16-bit word, and the MADU for the C6000 platform is an8-bit byte.
 The memory block returned by MEM_alloc starts at an address that is amultiple of the align parameter; no alignment constraints are imposed if alignis 0. An array of structures might be allocated as shown in Example 5-4.
 Example 5-4. Allocating an Array of Structures
 Ptr MEM_alloc(segid, size, align) Int segid; Uns size; Uns align;
 typedef struct Obj { Int field1; Int field2; Ptr objArr;} Obj;
 objArr = MEM_alloc(SRAM, sizeof(Obj) * ARRAYLEN, 0);
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 Many DSP algorithms use circular buffers that can be managed moreefficiently on most DSPs if they are aligned on a power of 2 boundary. Thisbuffer alignment allows the code to take advantage of circular addressingmodes found in many DSPs.
 If no alignment is necessary, align should be 0. MEM�s implementation alignsmemory on a boundary equal to the number of words required to hold aMEM_Header structure, even if align has a value of 0. Other values of aligncause the memory to be allocated on an align word boundary, where align isa power of 2.
 MEM_free frees memory obtained with a previous call to MEM_alloc,MEM_calloc, or MEM_valloc. The parameters to MEM_free�segid, ptr, andsize�specify a memory segment, a pointer, and a block size respectively, asshown in Example 5-5. The values of these parameters must be the same asthose used when allocating the block of storage.
 Example 5-5. Using MEM_free to Free Memory
 Example 5-6 displays a function call which frees the array of objects allocatedin Example 5-5.
 Example 5-6. Freeing an Array of Objects
 5.1.4.2 Memory Allocation with the BUF Module
 The BUF module maintains pools of fixed-size buffers. These buffer poolscan be created statically or dynamically. Dynamically-created buffer pools areallocated from a dynamic memory heap managed by the MEM module. TheBUF_create function creates a buffer pool dynamically. Applications typicallycreate buffer pools statically when size and alignment constraints are knownat design time. Run-time creation is used when these constraints vary duringexecution.
 Within a buffer pool, all buffers have the same size and alignment. Althougheach frame has a fixed length, the application can put a variable amount ofdata in each frame, up to the length of the frame. You can create multiplebuffer pools, each with a different buffer size.
 Void MEM_free(segid, ptr, size) Int segid; Ptr ptr; Uns size;
 MEM_free(SRAM, objArr, sizeof(Obj) * ARRAYLEN);
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 Buffers can be allocated and freed from a pool as needed at run-time usingthe BUF_alloc and BUF_free functions.
 The advantages of allocating memory from a buffer pool instead of from thedynamic memory heaps provided by the MEM module include:
 ❏ Deterministic allocation times. The BUF_alloc and BUF_free functionsrequire a constant amount of time. Allocating and freeing memorythrough a heap is not deterministic.
 ❏ Callable from all thread types. Allocating and freeing buffers is atomicand non-blocking. As a result, BUF_alloc and BUF_free can be calledfrom all types of DSP/BIOS threads: HWI, SWI, TSK, and IDL. Incontrast, HWI and SWI threads cannot call MEM_alloc.
 ❏ Optimized for fixed-length allocation. In contrast MEM_alloc isoptimized for variable-length allocation.
 ❏ Less fragmentation. Since the buffers are of fixed-size, the pool doesnot become fragmented.
 5.1.5 Getting the Status of a Memory Segment
 You can use MEM_stat to obtain the status of a memory segment in thenumber of minimum addressable data units (MADUs). In a manner similar toMEM_alloc, MEM_calloc, and MEM_valloc (refer to Example 5-3), the sizeused and length values are returned by MEM_stat.
 If you are using the BUF module, you can call BUF_stat to get statistics for abuffer pool. You can also call BUF_maxbuff to get the maximum number ofbuffers that have been used in a pool.
 5.1.6 Reducing Memory Fragmentation
 As mentioned previously, using the BUF module to allocate and free fixed-length buffers from buffer pools reduces memory fragmentation.
 Repeatedly allocating and freeing variable-size blocks of memory can lead tomemory fragmentation. When this occurs, calls to MEM_alloc can returnMEM_ILLEGAL if there is no contiguous block of free memory large enoughto satisfy the request. This occurs even if the total amount of memory in freememory blocks is greater than the amount requested.
 To minimize memory fragmentation when allocating variable-size memoryblocks, you can use separate memory segments for allocations of differentsizes as shown in Figure 5-1.
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 Figure 5-1. Allocating Memory Segments of Different Sizes
 Note:
 To minimize memory fragmentation, allocate smaller, equal-sized blocks ofmemory from one memory segment and larger equal-sized blocks ofmemory from a second segment.
 5.1.7 MEM Example
 Example 5-7 and Example 5-8 use the functions MEM_stat, MEM_alloc, andMEM_free to highlight several issues involved with memory allocation. Figure5-2 shows the trace window results from Example 5-7 or Example 5-8.
 In Example 5-7 and Example 5-8, memory is allocated from IDATA andIDRAM memory using MEM_alloc, and later freed using MEM_free.printmem is used to print the memory status to the trace buffer. The finalvalues (for example, �after freeing...�) should match the initial values.
 Segment #
 0
 1
 Target MemoryAllocate smallblocks from onesegment formessages
 Allocate largeblocks fromanother segmentfor streams
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 Example 5-7. Memory Allocation (C5000 and C28x Platforms)
 Note:
 Non-pointer type function arguments to LOG_printf need explicit typecasting to (Arg) as shown in the following code example:LOG_printf(&trace, "Task %d Done", (Arg)id);
 /* ======== memtest.c ======== * This code allocates/frees memory from different memory segments. */ #include <std.h>#include <log.h>#include <mem.h>
 #define NALLOCS 2 /* # of allocations from each segment */#define BUFSIZE 128 /* size of allocations */
 /* "trace" Log created by Configuration Tool */extern LOG_Obj trace;#ifdef -54-extern Int IDATA;#endif#ifdef -55-extern Int DATA;#endifstatic Void printmem(Int segid);/* * ======== main ======== */Void main(){ Int i; Ptr ram[NALLOCS]; LOG_printf(&trace, "before allocating ..."); /* print initial memory status */ printmem(IDATA); LOG_printf(&trace, "allocating ..."); /* allocate some memory from each segment */ for (i = 0; i < NALLOCS; i++) { ram[i] = MEM_alloc(IDATA, BUFSIZE, 0); LOG_printf(&trace, "seg %d: ptr = 0x%x", IDATA, ram[i]); } LOG_printf(&trace, "after allocating ..."); /* print memory status */ printmem(IDATA); /* free memory */ for (i = 0; i < NALLOCS; i++) { MEM_free(IDATA, ram[i], BUFSIZE); } LOG_printf(&trace, "after freeing ..."); /* print memory status */ printmem(IDATA);}/* * ======== printmem ======== */static Void printmem(Int segid){ MEM_Stat statbuf; MEM_stat(segid, &statbuf); LOG_printf(&trace, "seg %d: O 0x%x", segid, statbuf.size); LOG_printf(&trace, "\tU 0x%x\tA 0x%x", statbuf.used, stat-buf.length);}
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 Example 5-8. Memory Allocation (C6000 Platform)
 /* ======== memtest.c ======== * This program allocates and frees memory from * different memory segments. */ #include <std.h>#include <log.h>#include <mem.h>
 #define NALLOCS 2 /* # of allocations from each segment */#define BUFSIZE 128 /* size of allocations */
 /* "trace" Log created by Configuration Tool */extern LOG_Obj trace;extern Int IDRAM;static Void printmem(Int segid);
 /* * ======== main ======== */Void main(){ Int i; Ptr ram[NALLOCS]; LOG_printf(&trace, "before allocating ..."); /* print initial memory status */ printmem(IDRAM); LOG_printf(&trace, "allocating ..."); /* allocate some memory from each segment */ for (i = 0; i < NALLOCS; i++) { ram[i] = MEM_alloc(IDRAM, BUFSIZE, 0); LOG_printf(&trace, "seg %d: ptr = 0x%x", IDRAM, ram[i]); } LOG_printf(&trace, "after allocating ..."); /* print memory status */ printmem(IDRAM); /* free memory */ for (i = 0; i < NALLOCS; i++) { MEM_free(IDRAM, ram[i], BUFSIZE); } LOG_printf(&trace, "after freeing ..."); /* print memory status */ printmem(IDRAM);}/* * ======== printmem ======== */static Void printmem(Int segid){ MEM_Stat statbuf; MEM_stat(segid, &statbuf); LOG_printf(&trace, "seg %d: O 0x%x", segid, statbuf.size); LOG_printf(&trace, "\tU 0x%x\tA 0x%x", statbuf.used, stat-buf.length);}
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 Figure 5-2. Memory Allocation Trace Window
 The program in Example 5-7 and Example 5-8 gives board-dependentresults. O indicates the original amount of memory, U the amount of memoryused, and A the length in MADUs of the largest contiguous free block ofmemory. The addresses you see are likely to differ from those shown inExample 5-2.
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 5.2 System Services
 The SYS module provides a basic set of system services patterned aftersimilar functions normally found in the standard C run-time library. As a rule,DSP/BIOS software modules use the services provided by SYS in lieu ofsimilar C library functions.
 You can configure a function to be run whenever the program calls one ofthese SYS functions. See the SYS reference section in the TMS320DSP/BIOS API Reference Guide for your platform for details.
 5.2.1 Halting Execution
 SYS provides two functions as seen in Example 5-9 for halting programexecution: SYS_exit, which is used for orderly termination; and SYS_abort,which is reserved for catastrophic situations. Since the actions that should beperformed when exiting or aborting programs are inherently system-dependent, you can modify configuration settings to invoke your own routineswhenever SYS_exit or SYS_abort is called.
 Example 5-9. Coding To Halt Program Execution with SYS_exit or SYS_abort
 The functions in Example 5-9 terminate execution by calling whatever routineis specified for the Exit function and Abort function properties of the SYSmodule. The default exit function is UTL_halt. The default abort function is_UTL_doAbort, which logs an error message and calls _halt. The _haltfunction is defined in the boot.c file; it loops infinitely with all processorinterrupts disabled.
 SYS_abort accepts a format string plus an optional set of data values(presumably representing a diagnostic message), which it passes to thefunction specified for the Abort function property of the SYS module as shownin Example 5-10.
 Void SYS_exit(status) Int status;
 Void SYS_abort(format, [arg,] ...) String format; Arg arg;
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 Example 5-10. Using SYS_abort with Optional Data Values
 The single vargs parameter is of type va_list and represents the sequence ofarg parameters originally passed to SYS_abort. The function specified for theAbort function property can pass the format and vargs parameters directly toSYS_vprintf or SYS_vsprintf prior to terminating program execution. To avoidthe large code overhead of SYS_vprintf or SYS_vsprintf, you can useLOG_error instead to simply print the format string.
 SYS_exit likewise calls whatever function is bound to the Exit functionproperty, passing on its original status parameter. SYS_exit first executes aset of handlers registered through the function SYS_atexit as describedExample 5-11.
 Example 5-11. Using Handlers in SYS_exit
 The function SYS_atexit provides a mechanism that enables you to stack upto SYS_NUMHANDLERS (which is set to 8) clean-up routines as shown inExample 5-12. The handlers are executed before SYS_exit calls the functionbound to the Exit function property. SYS_atexit returns FALSE when itsinternal stack is full.
 Example 5-12. Using Multiple SYS_NUMHANDLERS
 (*(Abort_function)) (format, vargs)
 (*handlerN)(status) ...(*handler2)(status)(*handler1)(status)
 (*(Exit_function))(status)
 Bool SYS_atexit(handler) Fxn handler;
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 5.2.2 Handling Errors
 SYS_error is used to handle DSP/BIOS error conditions as shown inExample 5-13. Application programs as well as internal functions useSYS_error to handle program errors.
 Example 5-13. DSP/BIOS Error Handling
 SYS_error uses whatever function is bound to the Error function property tohandle error conditions. The default error function in the configurationtemplate is _UTL_doError, which logs an error message. In Example 5-14,Error function can be configured to use doError which uses LOG_error toprint the error number and associated error string.
 Example 5-14. Using doError to Print Error Information
 The errno parameter to SYS_error can be a DSP/BIOS error (for example,SYS_EALLOC) or a user error (errno >= 256). See TMS320 DSP/BIOS APIReference Guide for your platform for a table of error codes and strings.
 Note:
 Error checking that would increase memory and CPU requirements hasbeen kept to a minimum in the DSP/BIOS APIs. Instead, the API referencedocumentation specifies constraints for calling DSP/BIOS API functions. Itis the responsibility of the application developer to meet these constraints.
 Void SYS_error(s, errno, ...) String s; Uns errno;
 Void doError(String s, Int errno, va_list ap){ LOG_error("SYS_error called: error id = 0x%x", errno); LOG_error("SYS_error called: string = '%s'", s);}
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 5.3 QueuesThe QUE module provides a set of functions to manage a list of QUEelements. Though elements can be inserted or deleted anywhere within thelist, the QUE module is most often used to implement a FIFO list�elementsare inserted at the tail of the list and removed from the head of the list. QUEelements can be any structure whose first field is of type QUE_Elem. InExample 5-15, QUE_Elem is used by the QUE module to enqueue thestructure while the remaining fields contain the actual data to be enqueued.
 QUE_create and QUE_delete are used to create and delete queues,respectively. Since QUE queues are implemented as linked lists, queueshave no maximum size. This is also shown in Example 5-15.
 Example 5-15. Managing QUE Elements Using Queues
 5.3.1 Atomic QUE Functions
 QUE_put and QUE_get are used to atomically insert an element at the tail ofthe queue or remove an element from the head of the queue. These functionsare atomic in that elements are inserted and removed with interruptsdisabled. Therefore, multiple threads can safely use these two functions tomodify a queue without any external synchronization.
 QUE_get atomically removes and returns the element from the head of thequeue, whereas, QUE_put atomically inserts the element at the tail of thequeue. In both functions, the queue element has type Ptr to avoidunnecessary type casting as shown in Example 5-16.
 Example 5-16. Inserting into a Queue Atomically
 typedef struct QUE_Elem { struct QUE_Elem *next; struct QUE_Elem *prev;} QUE_Elem;
 typedef struct MsgObj { QUE_Elem elem; Char val;} MsgObj;
 QUE_Handle QUE_create(attrs) QUE_Attrs *attrs;
 Void QUE_delete(queue) QUE_Handle queue;
 Ptr QUE_get(queue) QUE_Handle queue;Ptr QUE_put(queue, elem) QUE_Handle queue; Ptr elem;
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 5.3.2 Other QUE Functions
 Unlike QUE_get and QUE_put, there are a number of QUE functions that donot disable interrupts when updating the queue. These functions must beused in conjunction with some mutual exclusion mechanism if the queuesbeing modified are shared by multiple threads.
 QUE_dequeue and QUE_enqueue are equivalent to QUE_get and QUE_putexcept that they do not disable interrupts when updating the queue.
 QUE_head is used to return a pointer to the first element in the queue withoutremoving the element. QUE_next and QUE_prev are used to scan theelements in the queue�QUE_next returns a pointer to the next element inthe queue and QUE_prev returns a pointer to the previous element in thequeue.
 QUE_insert and QUE_remove are used to insert or remove an element froman arbitrary point within the queue.
 Example 5-17. Using QUE Functions with Mutual Exclusion Elements
 Note:
 Since QUE queues are implemented as doubly linked lists with a headernode, QUE_head, QUE_next, or QUE_prev may return a pointer to theheader node itself (for example, calling QUE_head on an empty queue). Becareful not to call QUE_remove and remove this header node.
 Ptr QUE_dequeue(queue) QUE_Handle queue;
 Void QUE_enqueue(queue, elem) QUE_Handle queue; Ptr elem;
 Ptr QUE_head(queue) QUE_Handle queue;
 Ptr QUE_next(qelem) Ptr qelem;
 Ptr QUE_prev(qelem) Ptr qelem;Void QUE_insert(qelem, elem) Ptr qelem; Ptr elem;
 Void QUE_remove(qelem) Ptr qelem;
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 5.3.3 QUE Example
 Example 5-18 uses a QUE queue to send five messages from a writer to areader task. The functions MEM_alloc and MEM_free are used to allocateand free the MsgObj structures.
 The program in Example 5-18 yields the results shown in Figure 5-3. Thewriter task uses QUE_put to enqueue each of its five messages and then thereader task uses QUE_get to dequeue each message.
 Example 5-18. Using QUE to Send Messages
 /* * ======== quetest.c ======== * Use a QUE queue to send messages from a writer to a read * reader. * * The queue is created by the Configuration Tool. * For simplicity, we use MEM_alloc and MEM_free to manage * the MsgObj structures. It would be way more efficient to * preallocate a pool of MsgObj's and keep them on a 'free' * queue. Using the Config Tool, create 'freeQueue'. Then in * main, allocate the MsgObj's with MEM_alloc and add them to * 'freeQueue' with QUE_put. * You can then replace MEM_alloc calls with QUE_get(freeQueue) * and MEM_free with QUE_put(freeQueue, msg). * * A queue can hold an arbitrary number of messages or elements. * Each message must, however, be a structure with a QUE_Elem as * its first field. */
 #include <std.h>#include <log.h>#include <mem.h>#include <que.h>#include <sys.h>
 #define NUMMSGS 5 /* number of messages */
 typedef struct MsgObj { QUE_Elem elem; /* first field for QUE */ Char val; /* message value */} MsgObj, *Msg;
 extern QUE_Obj queue;
 /* Trace Log created statically */extern LOG_Obj trace;
 Void reader();Void writer();
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 Example 5.18. Using QUE to Send Messages (continued)
 /* ======== main ======== */Void main(){ /* * Writer must be called before reader to ensure that the * queue is non-empty for the reader. */ writer(); reader();}
 /* ======== reader ======== */Void reader(){ Msg msg; Int i; for (i=0; i < NUMMSGS; i++) { /* The queue should never be empty */ if (QUE_empty(&queue)) { SYS_abort("queue error\n"); } /* dequeue message */ msg = QUE_get(&queue); /* print value */ LOG_printf(&trace, "read '%c'.", msg->val); /* free msg */ MEM_free(0, msg, sizeof(MsgObj)); }}
 /* ======== writer ======== */Void writer(){ Msg msg; Int i; for (i=0; i < NUMMSGS; i++) { /* allocate msg */ msg = MEM_alloc(0, sizeof(MsgObj), 0); if (msg == MEM_ILLEGAL) { SYS_abort("Memory allocation failed!\n"); } /* fill in value */ msg->val = i + 'a'; LOG_printf(&trace, "writing '%c' ...", msg->val); /* enqueue message */ QUE_put(&queue, msg); }}
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 Note:
 Non-pointer type function arguments to log_printf need explicit type castingto (Arg) as shown in the following code example:LOG_printf(&trace, "Task %d Done", (Arg)id);
 Figure 5-3. Trace Window Results from Example 5-18
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Chapter 6
 Input/Output Overview and Pipes
 This chapter provides an overview of DSP/BIOS data transfer methods, anddiscusses pipes in particular.
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 6.1 I/O Overview
 At the application level, input and output may be handled by stream, pipe, orhost channel objects. Each type of object has its own module for managingdata input and output.
 Note:
 An alternative to pipes and streams is to use the GIO class driver tointerface with IOM mini-drivers. The DSP/BIOS Driver Developer's Guide(SPRU616) describes the GIO class driver and the IOM mini-driver model.
 The information in this chapter related to stream and pipe objects is stillrelevant if you are using IOM mini-drivers with streams or pipes.
 A stream is a channel through which data flows between an applicationprogram and an I/O device. This channel can be read-only (input) or write-only (output) as shown in Figure 6-1. Streams provide a simple anduniversal interface to all I/O devices, allowing the application to be completelyignorant of the details of an individual device�s operation.
 Figure 6-1. Input/Output Stream
 An important aspect of stream I/O is its asynchronous nature. Buffers of dataare input or output concurrently with computation. While an application isprocessing the current buffer, a new input buffer is being filled and a previousone is being output. This efficient management of I/O buffers allows streamsto minimize copying of data. Streams exchange pointers rather than data,thus reducing overhead and allowing programs to meet real-time constraintsmore readily.
 A typical program gets a buffer of input data, processes the data, and thenoutputs a buffer of processed data. This sequence repeats over and over,usually until the program is terminated.
 Digital-to-analog converters, video frame grabbers, transducers, and DMAchannels are just a few examples of common I/O devices. The streammodule (SIO) interacts with these different types of devices through devices(managed by the DEV module) that use the DSP/BIOS programminginterface.
 ApplicationProgramInput Output
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 Data pipes are used to buffer streams of input and output data. These datapipes provide a consistent software data structure you can use to drive I/Obetween the DSP device and all kinds of real-time peripheral devices. There ismore overhead with a data pipe than with streams, and notification isautomatically handled by the pipe manager. All I/O operations on a pipe dealwith one frame at a time; although each frame has a fixed length, the applicationcan put a variable amount of data in each frame up to the length of the frame.
 Separate pipes should be used for each data transfer thread, and a pipeshould only have a single reader and a single writer, providing point to pointcommunication. Often one end of a pipe is controlled by an HWI and the otherend is controlled by an SWI function. Pipes can also transfer data betweentwo application threads.
 Host channel objects allow an application to stream data between the targetand the host. Host channels are statically configured for input or output. Eachhost channel is internally implemented using a data pipe object.
 6.2 Comparing Pipes and Streams
 DSP/BIOS supports two different models for data transfer. The pipe model isused by the PIP and HST modules. The stream model is used by the SIO andDEV modules.
 Both models require that a pipe or stream have a single reader thread and asingle writer thread. Both models transfer buffers within the pipe or stream bycopying pointers rather than by copying data between buffers.
 In general, the pipe model supports low-level communication, while thestream model supports high-level, device-independent I/O. Table 6-1compares the two models in more detail.
 Table 6-1 Comparison of Pipes and Streams
 Pipes(PIP and HST)
 Streams(SIO and DEV)
 Programmer must create own driver structure.
 Provides a more structured approach to device-driver creation.
 Reader and writer can be any thread type or host PC.
 One end must be handled by a task (TSK) using SIO calls. The other end must be handled by an HWI using Dxx calls.
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 PIP functions are non-blocking. Program must check to make sure a buffer is available before reading from or writing to the pipe.
 SIO_put, SIO_get, and SIO_reclaim are blocking functions and causes a task to wait until a buffer is available. (SIO_issue is non-blocking.)
 Uses less memory and is generally faster.
 More flexible; generally simpler to use.
 Each pipe owns its own buffers. Buffers can be transferred from one stream to another without copying. (In practice, copying is usually necessary anyway because the data is processed.)
 Pipes must be created statically in the configuration.
 Streams can be created either at run time or statically in the configuration. Streams can be opened by name.
 No built-in support for stacking devices.
 Support is provided for stacking devices.
 Using the HST module with pipes is an easy way to handle data transfer between the host and target.
 A number of device drivers are provided with DSP/BIOS.
 Pipes(PIP and HST)
 Streams(SIO and DEV)
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 6.3 Comparing Driver Models
 Below the application level, DSP/BIOS provides two device driver modelsthat enable applications to communicate with DSP peripherals: IOM andSIO/DEV.
 ❏ IOM model. The components of the IOM model are illustrated in thefollowing figure. It separates hardware-independent and hardware-dependent layers. Class drivers are hardware independent; they managedevice instances, synchronization and serialization of I/O requests. Thelower-level mini-driver is hardware-dependent. The IOM model can beused with either pipes or streams via the PIO and DIO adapters. See theDSP/BIOS Driver Developer�s Guide (SPRU616) for more information onthe IOM model.
 ❏ SIO/DEV model. This model provides a streaming I/O interface. Theapplication indirectly invokes DEV functions implemented by the devicedriver managing the physical device attached to the stream, usinggeneric functions provided by the SIO module. The SIO/DEV modelcannot be used with pipes. See Chapter 7 for more information on theSIO/DEV model.
 For either model, you create a user-defined device object using the DEVmodule. The model used by this device is identified by its function table type.A type of IOM_Fxns is used with the IOM model. A type of DEV_Fxns is usedwith the DEV/SIO model.
 You can create device objects through static configuration or dynamicallythrough the DEV_createDevice function. The DEV_deleteDevice andDEV_match functions are also provided for managing device objects.
 Application / Fram ew ork
 SIO APIsPIP APIs
 PIO Adapter DIO AdapterGIO APIs
 IOM Mini-Driver(s)
 DeviceDriver
 On-Chip Peripheral Hardw are
 Chip Support Library (CSL)
 Off-Chip Peripheral Hardw are
 ClassDriver
 Mini-Driver
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 The following sub-sections describe how to create user-defined deviceswhen using various I/O driver objects and models. For details on API functioncalls and configuration parameters see the TMS320 DSP/BIOS APIReference Guide for your platform.
 6.3.1 Creating a Device for Use with an IOM Mini-Driver
 If you plan to use an IOM mini-driver with the GIO class driver, create a user-defined device statically or with a DEV_createDevice call similar to thatshown below:
 DEV_Attrs gioAttrs = {
 NULL, /* device id */ NULL, /* device parameters */ DEV_IOMTYPE, /* type of the device */ NULL /* device global data ptr */};
 status = DEV_createDevice("/codec", &DSK6X_EDMA_IOMFXNS,
 (Fxn)DSK6X_IOM_init, &gioAttrs);
 6.3.2 Creating a Device for Use with Streams and the DIO Adapter
 If you plan to use an IOM mini-driver with SIO streams and the DIO adapter,create a user-defined device statically or with a DEV_createDevice callsimilar to that shown below:
 DIO_Params dioCodecParams ={
 "/codec", /* device name */
 NULL /* chanParams */
 };
 DEV_Attrs dioCodecAttrs = {
 NULL, /* device id */ &dioCodecParams, /* device parameters */ DEV_SIOTYPE, /* type of the device */ NULL /* device global data ptr */};
 status = DEV_createDevice("/dio_codec", &DIO_tskDynamicFxns,
 (Fxn)DIO_init, &dioCodecAttrs);
 The driver function table passed to DEV_createDevice should beDIO_tskDynamicFxns for use with tasks (TSKs) or DIO_cbDynamicFxns foruse with software interrupts (SWIs).
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 6.3.3 Creating a Device for Use with the SIO/DEV Model
 If you plan to use SIO streams with the SIO/DEV model and a device driverthat uses the DEV_Fxns function table type, create a user-defined devicestatically or with a DEV_createDevice call similar to that shown below:
 DEV_Attrs devAttrs ={
 NULL, /* device id */ NULL, /* device parameters */ DEV_SIOTYPE, /* type of the device */ NULL /* device global data ptr */}
 status = DEV_createDevice("/codec", &DSK6X_EDMA_DEVFXNS,
 (Fxn)DSK6X_DEV_init, &devAttrs);
 The device function tables passed to DEV_createDevice should be of typeDEV_Fxns.
 6.3.4 Creating a Device for Use with Provided Software Drivers
 DSP/BIOS provides several software drivers that use the SIO/DEV model.These are described in the DEV module section of the TMS320 DSP/BIOSAPI Reference Guide for your platform. Creating the user-defined device forthese drivers is similar to creating a user-defined device for other SIO/DEVmodel drivers.
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 6.4 Data Pipe Manager (PIP Module)
 Pipes are designed to manage block I/O (also called stream-based orasynchronous I/O). Each pipe object maintains a buffer divided into a fixednumber of fixed length frames, specified by the numframes and framesizeproperties. All I/O operations on a pipe deal with one frame at a time.Although each frame has a fixed length, the application can put a variableamount of data in each frame (up to the length of the frame).
 As shown in Figure 6-2, a pipe has two ends. The writer end is where theprogram writes frames of data. The reader end is where the program readsframes of data.
 Figure 6-2. The Two Ends of a Pipe
 Data notification functions (notifyReader and notifyWriter) are performed tosynchronize data transfer. These functions are triggered when a frame ofdata is read or written to notify the program that a frame is free or data isavailable. These functions are performed in the context of the function thatcalls PIP_free or PIP_put. They can also be called from the thread that callsPIP_get or PIP_alloc. When PIP_get is called, DSP/BIOS checks whetherthere are more full frames in the pipe. If so, the notifyReader function isexecuted. When PIP_alloc is called, DSP/BIOS checks whether there aremore empty frames in the pipe. If so, the notifyWriter function is executed.
 A pipe should have a single reader and a single writer. Often, one end of apipe is controlled by an HWI and the other end is controlled by a softwareinterrupt function. Pipes can also be used to transfer data within the programbetween two application threads.
 During program startup (which is described in detail in section 2.7, DSP/BIOSStartup Sequence, page 2-18), the BIOS_start function enables theDSP/BIOS modules. As part of this step, the PIP_startup function calls thenotifyWriter function for each pipe object, since at startup all pipes haveavailable empty frames.
 ReaderWriter
 1. PIP_alloc2. Writes data into allocated frame3. PIP_put (runs notifyReader)
 1. PIP_get2. Reads data from frame just received
 3. PIP_free (runs notifyWriter)
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 There are no special format or data type requirements for the data to betransferred by a pipe.
 The DSP/BIOS online help describes data pipe objects and their parameters.See PIP Module in the TMS320 DSP/BIOS API Reference Guide for yourplatform for information on the PIP module API.
 6.4.1 Writing Data to a Pipe
 The steps that a program should perform to write data to a pipe are as follows:
 1) A function should first check the number of empty frames available to befilled with data. To do this, the program must check the return value ofPIP_getWriterNumFrames. This function call returns the number ofempty frames in a pipe object.
 2) If the number of empty frames is greater than 0, the function then callsPIP_alloc to get an empty frame from the pipe.
 3) Before returning from the PIP_alloc call, DSP/BIOS checks whetherthere are additional empty frames available in the pipe. If so, thenotifyWriter function is called at this time.
 4) Once PIP_alloc returns, the empty frame can be used by the applicationcode to store data. To do this the function needs to know the frame's startaddress and its size. The API function PIP_getWriterAddr returns theaddress of the beginning of the allocated frame. The API functionPIP_getWriterSize returns the number of words that can be written to theframe. (The default value for an empty frame is the configured framesize.)
 5) When the frame is full of data, it can be returned to the pipe. If the numberof words written to the frame is less than the frame size, the function canspecify this by calling the PIP_setWriterSize function. Afterwards, callPIP_put to return the data to the pipe.
 6) Calling PIP_put causes the notifyReader function to run. This enables thewriter thread to notify the reader thread that there is data available in thepipe to be read.
 The code fragment in Figure 6-1 demonstrates how to write data to a pipe.
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 Example 6-1 Writing Data to a Pipe
 6.4.2 Reading Data from a Pipe
 To read a full frame from a pipe, a program should perform the followingsteps:
 1) The function should first check the number of full frames available to beread from the pipe. To do this, the program must check the return valueof PIP_getReaderNumFrames. This function call returns the number offull frames in a pipe object.
 2) If the number of full frames is greater than 0, the function then callsPIP_get to get a full frame from the pipe.
 3) Before returning from the PIP_get call, DSP/BIOS checks whether thereare additional full frames available in the pipe. If so, the notifyReaderfunction is called at this time.
 4) Once PIP_get returns, the data in the full frame can be read by theapplication. To do this the function needs to know the frame's startaddress and its size. The API function PIP_getReaderAddr returns theaddress of the beginning of the full frame. The API functionPIP_getReaderSize returns the number of valid data words in the frame.
 extern far PIP_Obj writerPipe; /* pipe object created with*/ /* the Configuration Tool */writer(){ Uns size; Uns newsize; Ptr addr;
 if (PIP_getWriterNumFrames(&writerPipe) > 0) { PIP_alloc(&writerPipe); /* allocate an empty frame */ } else { return; /* There are no available empty frames */ }
 addr = PIP_getWriterAddr(&writerPipe); size = PIP_getWriterSize(&writerPipe);
 ' fill up the frame '
 /* optional */ newsize = 'number of words written to the frame'; PIP_setWriterSize(&writerPipe, newsize);
 /* release the full frame back to the pipe */ PIP_put(&writerPipe); }
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 5) When the application has finished reading all the data, the frame can bereturned to the pipe by calling PIP_free.
 6) Calling PIP_free causes the notifyWriter function to run. This enables thereader thread to notify the writer thread that there is a new empty frameavailable in the pipe.
 The code fragment in Example 6-2 demonstrates how to read data from apipe.
 Example 6-2 Reading Data from a Pipe
 6.4.3 Using a Pipe's Notify Functions
 The reader or writer threads of a pipe can operate in a polled mode anddirectly test the number of full or empty frames available before retrieving thenext full or empty frame. The examples in section 6.4.1, Writing Data to aPipe, page 6-9, and section 6.4.2, Reading Data from a Pipe, page 6-10,demonstrate this type of polled read and write operation.
 When used to buffer real-time I/O streams written (read) by a hardwareperipheral, pipe objects often serve as a data channel between the HWIroutine triggered by the peripheral itself and the program function thatultimately reads (writes) the data. In such situations, the application caneffectively synchronize itself with the underlying I/O stream by configuring thepipe's notifyReader (notifyWriter) function to automatically post a softwareinterrupt that runs the reader (writer) function.
 extern far PIP_Obj readerPipe; /* created with the */ /* Configuration Tool */reader(){ Uns size; Ptr addr;
 if (PIP_getReaderNumFrames(&readerPipe) > 0) { PIP_get(&readerPipe); /* get a full frame */ } else { return; /* There are no available full frames */ }
 addr = PIP_getReaderAddr(&readerPipe); size = PIP_getReaderSize(&readerPipe);
 ' read the data from the frame ' /* release the empty frame back to the pipe */ PIP_free(&readerPipe); }
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 When the HWI routine finishes filling up (reading) a frame and calls PIP_put(PIP_free), the pipe�s notify function can be used to automatically post asoftware interrupt. In this case, rather than polling the pipe for frameavailability, the reader (writer) function runs only when the software interruptis triggered; that is, when frames are available to be read (written).
 Such a function would not need to check for the availability of frames in thepipe, since it is called only when data is ready. As a precaution, the functioncan still check whether frames are ready, and if not, cause an error condition,as in the following example code
 if (PIP_getReaderNumFrames(&readerPipe) = 0) { error(); /* reader function should not have been posted! */}
 Hence, the notify function of pipe objects can serve as a flow-controlmechanism to manage I/O to other threads and hardware devices.
 6.4.4 Calling Order for PIP APIs
 Each pipe object internally maintains a list of empty frames and a counter withthe number of empty frames on the writer side of the pipe, and a list of fullframes and a counter with the number of full frames on the reader side of thepipe. The pipe object also contains a descriptor of the current writer frame(that is, the last frame allocated and currently being filled by the application)and the current reader frame (that is, the last full frame that the applicationgot and that is currently reading).
 When PIP_alloc is called, the writer counter is decreased by one. An emptyframe is removed from the writer list and the writer frame descriptor isupdated with the information from this frame. When the application callsPIP_put after filling the frame, the reader counter is increased by one, and thewriter frame descriptor is used by DSP/BIOS to add the new full frame to thepipe's reader list.
 Note:
 Every call to PIP_alloc must be followed by a call to PIP_put beforePIP_alloc can be called again: the pipe I/O mechanism does not allowconsecutive PIP_alloc calls. Doing so would overwrite previous descriptorinformation and would produce undetermined results. This is shown inExample 6-3.
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 Example 6-3 Using PIP_alloc
 Similarly when PIP_get is called, the reader counter is decreased by one. Afull frame is removed from the reader list and the reader frame descriptor isupdated with the information from this frame. When the application callsPIP_free after reading the frame, the writer counter is increased by one, andthe reader frame descriptor is used by DSP/BIOS to add the new empty frameto the pipe's writer list. Hence, every call to PIP_get must be followed by a callto PIP_free before PIP_get can be called again as shown in Example 6-4.
 The pipe I/O mechanism does not allow consecutive PIP_get calls. Doing sowould overwrite previous descriptor information and produce undeterminedresults.
 Example 6-4 Using PIP_get
 6.4.4.1 Avoiding Recursion Problems
 Care should be applied when a pipe's notify function calls PIP APIs for thesame pipe.
 Consider the following example: A pipe's notifyReader function calls PIP_getfor the same pipe. The pipe's reader is an HWI routine. The pipe's writer is anSWI routine. Hence the reader has higher priority than the writer. (CallingPIP_get from the notifyReader in this situation can make sense because thisallows the application to get the next full buffer ready to be used by thereader�the HWI routine�as soon as it is available and before the hardwareinterrupt is triggered again.)
 /* correct */ /* error! */PIP_alloc(); PIP_alloc();... ...PIP_put(); PIP_alloc();... ...PIP_alloc(); PIP_put();... ...PIP_put(); PIP_put();
 /* correct */ /* error! */PIP_get(); PIP_get();... ...PIP_free(); PIP_get();... ...PIP_get(); PIP_free();... ...PIP_free(); PIP_free();
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 The pipe's reader function, the HWI routine, calls PIP_get to read data fromthe pipe. The pipe's writer function, the SWI routine, calls PIP_put. Since thecall to the notifyReader happens within PIP_put in the context of the currentroutine, a call to PIP_get also happens from the SWI writer routine.
 Hence, in the example described two threads with different priorities call PIP_getfor the same pipe. This could have catastrophic consequences if one threadpreempts the other and as a result, PIP_get is called twice before calling PIP_free,or PIP_get is preempted and called again for the same pipe from a different thread.
 Note:
 As a general rule to avoid recursion, you should avoid calling PIP functionsas part of notifyReader and notifyWriter. If necessary for applicationefficiency, such calls should be protected to prevent reentrancy for thesame pipe object and the wrong calling sequence for the PIP APIs.
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 6.5 Host Channel Manager (HST Module)
 The HST module manages host channel objects, which allow an applicationto stream data between the target and the host. Host channels are configuredfor input or output. Input streams read data from the host to the target. Outputstreams transfer data from the target to the host.
 Note:
 HST channel names cannot start with a leading underscore ( _ ).
 You dynamically bind channels to files on the PC host by right-clicking on theCode Composer Studio Host Channel Control. Then you start the datatransfer for each channel as shown in Example 6-3.
 Figure 6-3. Binding Channels
 Each host channel is internally implemented using a pipe object. To use aparticular host channel, the program uses HST_getpipe to get thecorresponding pipe object and then transfers data by calling the PIP_get andPIP_free operations (for input) or PIP_alloc and PIP_put operations (foroutput).
 The code for reading data might look like Example 6-5.
 Input/Output Overview and Pipes 6-15

Page 232
                        

Host Channel Manager (HST Module)
 Example 6-5 Reading Data Through a Host Channel
 Each host channel can specify a data notification function to be performedwhen a frame of data for an input channel (or free space for an outputchannel) is available. This function is triggered when the host writes or readsa frame of data.
 HST channels treat files as 16- or 32-bit words of raw data, depending on theplatform. The format of the data is application-specific, and you should verifythat the host and the target agree on the data format and ordering. Forexample, if you are reading 32-bit integers from the host, you need to makesure the host file contains the data in the correct byte order. Other thancorrect byte order, there are no special format or data type requirements fordata to be transferred between the host and the target.
 While you are developing a program, you can use HST objects to simulatedata flow and to test changes made to canned data by program algorithms.During early development, especially when testing signal processingalgorithms, the program would explicitly use input channels to access datasets from a file for input for the algorithm and would use output channels torecord algorithm output. The data saved to a file with the output host channelcan be compared with expected results to detect algorithm errors. Later in theprogram development cycle, when the algorithm appears sound, you canchange the HST objects to PIP objects communicating with other threads orI/O drivers for production hardware.
 extern far HST_Obj input;
 readFromHost(){ PIP_Obj *pipe; Uns size; Ptr addr;
 pipe = HST_getpipe(&input) /* get a pointer to the host channel's pipe object */ PIP_get(pipe); /* get a full frame from the host */ size = PIP_getReaderSize(pipe); addr = PIP_getReaderAddr(pipe);
 ' read data from frame '
 PIP_free(pipe); /* release empty frame to the host */}
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 6.5.1 Transfer of HST Data to the Host
 While the amount of usable bandwidth for real-time transfer of data streamsto the host ultimately depends on the choice of physical data link, the HSTChannel interface remains independent of the physical link. The HSTManager in the configuration allows you to choose among the physicalconnections available.
 The actual data transfer to the host occurs within the idle loop on the C54xplatform, running at lowest priority.
 On the C55x and C6000 platforms, the host PC triggers an interrupt totransfer data to and from the target. This interrupt has a higher priority thanSWI, TSK, and IDL functions. The actual ISR function runs in a very shorttime. Within the idle loop, the LNK_dataPump function does the more time-consuming work of preparing the RTDX buffers and performing the RTDXcalls. Only the actual data transfer is done at high priority. This data transfercan have a small effect on real-time behavior, particularly if a large amount ofLOG data must be transferred.
 6.6 I/O Performance Issues
 If you are using an HST object, the host PC reads or writes data using thefunction specified by the LNK_dataPump object. This is a built-in IDL objectthat runs its function as part of the background thread. Since backgroundthreads have the lowest priority, software interrupts and hardware interruptscan preempt data transfer on the C54x platform, whereas on the C55x andC6000 platforms, the actual data transfer occurs at high priority.
 The polling rates you set in the LOG, STS, and TRC controls do not controlthe data transfer rate for HST objects. Faster polling rates actually slow thedata transfer rate somewhat because LOG, STS, and TRC data also need tobe transferred.
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Chapter 7
 Streaming I/O and Device Drivers
 This chapter describes issues relating to writing and using device drivers thatuse the DEV_Fxns model, and gives several programming examples.
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 7.1 Overview of Streaming I/O and Device Drivers
 Note:
 This chapter describes devices the use the DEV_Fxns function table type.The DSP/BIOS Driver Developer's Guide (SPRU616) describes a newerdevice driver model�the IOM model, which uses a function table of typeIOM_Fxns. See that document for a description of how to create IOM mini-drivers and how to integrate IOM mini-drivers into your applications.
 The information in this chapter related to using SIO streams is still relevantif you are using SIO streams with IOM mini-drivers.
 Chapter 6 describes the device-independent I/O operations supported byDSP/BIOS from the vantage point of an application program. Programsindirectly invoke corresponding functions implemented by the drivermanaging the particular physical device attached to the stream, using genericfunctions provided by the SIO module. As shown in the shaded portion ofFigure 7-1, this chapter describes device-independent I/O in DSP/BIOS fromthe driver�s perspective of this interface.
 Figure 7-1. Device-Independent I/O in DSP/BIOS
 ISR
 Driver
 Application
 Device
 SIO
 DEV
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 Unlike other modules, your application programs do not issue direct calls todriver functions that manipulate individual device objects managed by theSIO module. Instead, each driver module exports a specifically namedstructure of a specific type (DEV_Fxns), which in turn is used by the SIOmodule to route generic function calls to the proper driver function.
 As illustrated in Table 7-1, each SIO operation calls the appropriate driverfunction by referencing this table. Dxx designates the device-specific functionwhich you write for your particular device.
 Table 7-1. Generic I/O to Internal Driver Operations
 These internal driver functions can rely on virtually all of the capabilitiessupplied by DSP/BIOS, ranging from the multitasking features of the kernelto the application-level services. Drivers use the device-independent I/Ointerface of DSP/BIOS to communicate indirectly with other drivers,especially in supporting stackable devices.
 Generic I/O Operation Internal Driver Operation
 SIO_create(name, mode, bufsize, attrs) Dxx_open(device, name)
 SIO_delete(stream) Dxx_close(device)
 SIO_get(stream, &buf) Dxx_issue(device) and Dxx_reclaim(device)
 SIO_put(stream, &buf, nbytes) Dxx_issue(device) and Dxx_reclaim(device)
 SIO_ctrl(stream, cmd, arg) Dxx_ctrl(device, cmd, arg)
 SIO_idle(stream) Dxx_idle(device, FALSE)
 SIO_flush(stream) Dxx_idle(device, TRUE)
 SIO_select(streamtab, n, timeout) Dxx_ready(device, sem)
 SIO_issue(stream, buf, nbytes, arg) Dxx_issue(device)
 SIO_reclaim(stream, &buf, &arg) Dxx_reclaim(device)
 SIO_staticbuf(stream, &buf) none
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 Figure 7-2 illustrates the relationship between the device, the Dxx devicedriver, and the stream accepting data from the device. SIO calls the Dxxfunctions listed in DEV_Fxns, the function table for the device. Both input andoutput streams exchange buffers with the device using the atomic queuesdevice→todevice and device→fromdevice.
 Figure 7-2. Device, Driver, and Stream Relationship
 For every device driver you need to write Dxx_open, Dxx_idle, Dxx_input,Dxx_output, Dxx_close, Dxx_ctrl, Dxx_ready, Dxx_issue, and Dxx_reclaim.
 SIO_create()SIO_ctrl()SIO_get()SIO_put()
 todevice fromdevice SIO
 Device Driver
 Stream
 Device
 openctrl
 issuereclaim
 .
 .
 .
 DEV_Fxns
 Dxx_open()Dxx_ctrl()Dxx_issue()Dxx_reclaim()
 DEV_FXNS DEV_Frame
 .
 .
 .
 .
 .
 .
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 7.2 Creating and Deleting Streams
 To enable your application to do streaming I/O with a device, the device mustfirst be added to the configuration. You can add a device for any driverincluded in the product distribution or a user-supplied driver. To use a streamto perform I/O with a device, first configure the device. Then, create thestream object in the configuration or at runtime with the SIO_create function.
 7.2.1 Creating Streams Statically
 In the configuration, you can create streams and set the properties for eachstream and for the SIO Manager itself. You cannot use the SIO_deletefunction to delete statically-created streams.
 7.2.2 Creating and Deleting Streams Dynamically
 You can also create a stream at run time with the SIO_create function asshown in Example 7-1.
 Example 7-1. Creating a Stream with SIO_create
 SIO_create creates a stream and returns a handle of type SIO_Handle.SIO_create opens the device(s) specified by name, specifying buffers of sizebufsize. Optional attributes specify the number of buffers, the buffer memorysegment, the streaming model, etc. The mode parameter is used to specifywhether the stream is an input (SIO_INPUT) or output (SIO_OUTPUT)stream.
 Note:
 The parameter name must be the same as the name configured for thedevice but preceded by a slash character ( / ). For example, for a devicecalled sine, name should be �/sine.�
 SIO_Handle SIO_create(name, mode, bufsize, attrs) String name; Int mode; Uns bufsize; SIO_Attrs *attrs;
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 If you open the stream with the streaming model (attrs→model) set toSIO_STANDARD (the default), buffers of the specified size are allocated andused to prime the stream. If you open the stream with the streaming modelset to SIO_ISSUERECLAIM, no stream buffers are allocated, since thecreator of the stream is expected to supply all necessary buffers.
 SIO_delete, shown in Example 7-2, closes the associated device(s) and freesthe stream object. If the stream was opened using the SIO_STANDARDstreaming model, it also frees all buffers remaining in the stream. User-heldstream buffers must be explicitly freed by the user�s code.
 Example 7-2. Freeing User-Held Stream Buffers
 Int SIO_delete(stream) SIO_Handle stream;
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 7.3 Stream I/O�Reading and Writing Streams
 There are two models for streaming data in DSP/BIOS: the standard modeland the Issue/Reclaim model. The standard model provides a simple methodfor using streams, while the Issue/Reclaim model provides more control overthe stream operation.
 SIO_get and SIO_put implement the standard stream model as shown inExample 7-3. SIO_get is used to input the data buffers. SIO_get exchangesbuffers with the stream. The bufp parameter is used to pass the device abuffer and return a different buffer to the application. SIO_get returns thenumber of bytes in the input buffer. The SIO_put function performs the outputof data buffers, and, like SIO_get, exchanges physical buffers with thestream. SIO_put takes the number of bytes in the output buffer
 Example 7-3. Inputting and Outputting Data Buffers
 Note:
 Since the buffer pointed to by bufp is exchanged with the stream, the buffersize, memory segment, and alignment must correspond to the attributes ofstream.
 SIO_issue and SIO_reclaim are the calls that implement the Issue/Reclaimstreaming model as shown in Example 7-4. SIO_issue sends a buffer to astream. No buffer is returned, and the stream returns control to the taskwithout blocking. arg is not interpreted by DSP/BIOS, but is offered as aservice to the stream client. arg is passed to each device with the associatedbuffer data. It can be used by the stream client as a method of communicatingwith the device drivers. For example, arg could be used to send a time stampto an output device, indicating exactly when the data is to be rendered.SIO_reclaim requests a stream to return a buffer.
 Int SIO_get(stream, bufp) SIO_Handle stream; Ptr *bufp;
 Int SIO_put(stream, bufp, nbytes) SIO_Handle stream; Ptr *bufp; Uns nbytes;
 Streaming I/O and Device Drivers 7-7

Page 242
                        

Stream I/O�Reading and Writing Streams
 Example 7-4. Implementing the Issue/Reclaim Streaming Model
 If no buffer is available, the stream will block the task until the buffer becomesavailable or the stream�s timeout has elapsed.
 At a basic level, the most obvious difference between the standard andIssue/Reclaim models is that the Issue/Reclaim model separates thenotification of a buffer�s arrival (SIO_issue) and the waiting for a buffer tobecome available (SIO_reclaim). So, an SIO_issue/SIO_reclaim pairprovides the same buffer exchange as calling SIO_get or SIO_put.
 The Issue/Reclaim streaming model provides greater flexibility by allowingthe stream client to control the number of outstanding buffers at runtime. Aclient can send multiple buffers to a stream, without blocking, by usingSIO_issue. The buffers are returned, at the client�s request, by callingSIO_reclaim. This allows the client to choose how deep to buffer a device andwhen to block and wait for a buffer.
 The Issue/Reclaim streaming model also provides greater determinism inbuffer management by guaranteeing that the client�s buffers are returned inthe order that they were issued. This allows a client to use memory from anysource for streaming. For example, if a DSP/BIOS task receives a largebuffer, that task can pass the buffer to the stream in small pieces�simply byadvancing a pointer through the larger buffer and calling SIO_issue for eachpiece. This works because each piece of the buffer is guaranteed to comeback in the same order it was sent.
 7.3.1 Buffer Exchange
 An important part of the streaming model in DSP/BIOS is buffer exchange. Toprovide efficient I/O operations with a low amount of overhead, DSP/BIOSavoids copying data from one place to another during certain I/O operations.Instead, DSP/BIOS uses SIO_get, SIO_put, SIO_issue, and SIO_reclaim tomove buffer pointers to and from the device. Figure 7-3 shows a conceptualview of how SIO_get works.
 Int SIO_issue(stream, pbuf, nbytes, arg) SIO_Handle stream; Ptr pbuf; Uns nbytes; Arg arg;
 Int SIO_reclaim(stream, bufp, parg) SIO_Handle stream; Ptr *bufp; Arg *parg;
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 Figure 7-3. How SIO_get Works
 In Figure 7-3, the device driver associated with stream fills a buffer as databecomes available. At the same time, the application program is processingthe current buffer. When the application uses SIO_get to get the next buffer,the new buffer that was filled by the input device is swapped for the bufferpassed in. This is accomplished by exchanging buffer pointers instead ofcopying bufsize bytes of data, which would be very time consuming.Therefore, the overhead of SIO_get is independent of the buffer size.
 In each case, the actual physical buffer has been changed by SIO_get. Theimportant implication is that you must make sure that any references to thebuffer used in I/O are updated after each operation. Otherwise, you arereferencing an invalid buffer.
 SIO_put uses the same exchange of pointers to swap buffers for an outputstream. SIO_issue and SIO_reclaim each move data in only one direction.Therefore, an SIO_issue/SIO_reclaim pair result in the same swapping ofbuffer pointers.
 Note:
 A single stream cannot be used by more than one task simultaneously.That is, only a single task can call SIO_get/SIO_put or SIO_issue/SIO_reclaim at once for each stream in your application.
 SIO_get (stream, &bufp)
 Free Buffer
 Exchange
 Full Buffer
 ApplicationProgram
 DeviceDriver
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 7.3.2 Example - Reading Input Buffers from a DGN Device
 The program in Example 7-5 illustrates some of the basic SIO functions andprovides a straightforward example of reading from a stream. For a completedescription of the DGN software generator driver, see the DGN section in theTMS320 DSP/BIOS API Reference Guide for your platform.
 The configuration template for Example 7-5 can be found in the siotestdirectory of the DSP/BIOS distribution. A DGN device called sineWave isused as a data generator to the SIO stream inputStream. The taskstreamTask calls the function doStreaming to read the sine data from theinputStream and prints it to the log buffer trace. The output for Example 7-5appears as sine wave data in Figure 7-4.
 Example 7-5. Basic SIO Functions
 /* * ======== siotest1.c ======== * In this program a task reads data from a DGN sine device * and prints the contents of the data buffers to a log buffer. * The data exchange between the task and the device is done * in a device independent fashion using the SIO module APIs. * * The stream in this example follows the SIO_STANDARD streaming * model and is created using the Configuration Tool. * */
 #include <std.h>
 #include <log.h>#include <sio.h>#include <sys.h>#include <tsk.h>
 extern Int IDRAM1; /* MEM segment ID defined by Conf tool */extern LOG_Obj trace; /* LOG object created with Conf tool */extern SIO_Obj inputStream; /* SIO object created w Conf tool */extern TSK_Obj streamTask; /* pre-created task */
 SIO_Handle input = &inputStream; /* SIO handle used below */
 Void doStreaming(Uns nloops); /* function for streamTask */
 /* * ======== main ======== */Void main(){ LOG_printf(&trace, "Start SIO example #1");}
 /*
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 Example 7.5. Basic SIO Function (continued)
 * ======== doStreaming ======== * This function is the body of the pre-created TSK thread * streamTask. */Void doStreaming(Uns nloops){ Int i, j, nbytes; Int *buf; status = SIO_staticbuf(input, (Ptr *)&buf); if (status ! = SYS_ok) { SYS_abort(“could not acquire static frame:); } for (i = 0; i < nloops; i++) { if ((nbytes = SIO_get(input, (Ptr *)&buf)) < 0) { SYS_abort("Error reading buffer %d", i); }
 LOG_printf(&trace, "Read %d bytes\nBuffer %d data:", nbytes, i); for (j = 0; j < nbytes / sizeof(Int); j++) { LOG_printf(&trace, "%d", buf[j]); } } LOG_printf(&trace, "End SIO example #1");}
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 Figure 7-4. Output Trace for Example 7-5
 7.3.3 Example - Reading and Writing to a DGN Device
 Example 7-6 adds new SIO operations to the previous one. An output stream,outputStream, has been added to the configuration. streamTask readsbuffers from a DGN sine device as before, but now it sends the data buffersto outputStream rather than printing the contents to a log buffer. The streamoutputStream sends the data to a DGN user device called printData. DeviceprintData takes the data buffers received and uses the DGN_print2logfunction to display their contents in a log buffer. The log buffer is specified bythe user in the configuration.
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 Example 7-6. Adding an Output Stream to Example 7-5
 Note:
 Non-pointer type function arguments to log_printf need explicit type castingto (Arg) as shown in the following code example:LOG_printf(&trace, "Task %d Done", (Arg)id);
 ======== Portion of siotest2.c ========/* SIO objects created with conf tool */extern far LOG_Obj trace; extern far SIO_Obj inputStream;extern far SIO_Obj outputStream;extern far TSK_Obj streamTask; SIO_Handle input = &inputStream;SIO_Handle output = &outputStream;...
 Void doStreaming(Uns nloops){Void doStreaming(Arg nloops_arg){ Int i, nbytes; Int *buf; Long nloops = (Long) nloops_arg; if ( SIO_staticbuf(input, (Ptr *)&buf) == 0) { SYS_abort("Error reading buffer "); } for (i = 0; i < nloops; i++) { if ((nbytes = SIO_get(input, (Ptr *)&buf)) < 0) { SYS_abort("Error reading buffer %d", (Arg)i); } if (SIO_put(output, (Ptr *)&buf, nbytes) < 0) { SYS_abort("Error writing buffer %d", (Arg)i); } } LOG_printf(&trace, "End SIO example #2");}/* ======== DGN_print2log ======== * User function for the DGN user device printData. It takes as an argument * the address of the LOG object where the data stream should be printed. */
 Void DGN_print2log(Arg arg, Ptr addr, Uns nbytes){ Int i; Int *buf; buf = (Int *)addr;
 for (i = 0; i < nbytes/sizeof(Int); i++) { LOG_printf((LOG_Obj *)arg, "%d", buf[i]); }
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 The complete source code and configuration template for Example 7-6 canbe found in the c:\ti\tutorial\target\siotest directory of the DSP/BIOS productdistribution (siotest2.c, siotest2.cdb, dgn_print.c). For more details on how toadd and configure a DGN device using the Configuration Tool, see the DGNsection in the TMS320 DSP/BIOS API Reference Guide for your platform.
 In the output for this example, sine wave data appears in the myLog windowdisplay.
 Figure 7-5. Results Window for Example 7-6.
 7.3.4 Example - Stream I/O using the Issue/Reclaim Model
 Example 7-7 is functionally equivalent to Example 7-6. However, the streamsare now created using the Issue/Reclaim model, and the SIO operations toread and write data to a stream are SIO_issue and SIO_reclaim.
 In this model, when streams are created dynamically, no buffers are initiallyallocated so the application must allocate the necessary buffers and providethem to the streams to be used for data I/O. For static streams, you canallocate static buffers in the configuration by checking the Allocate StaticBuffer(s) check box for the SIO object.
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 Example 7-7. Using the Issue/Reclaim Model
 The complete source code and configuration template for this example canbe found in the C:\ti\tutorial\target\siotest folder of the DSP/BIOS product,where target represents your platform. The output for Example 7-7 is thesame as found in Example 7-5.
 /* ======== doIRstreaming ======== */Void doIRstreaming(Uns nloops){ Ptr buf; Arg arg; Int i, nbytes;
 /* Prime the stream with a couple of buffers */ buf = MEM_alloc(IDRAM1, SIO_bufsize(input), 0); if (buf == MEM_ILLEGAL) { SYS_abort("Memory allocation error"); } /* Issue an empty buffer to the input stream */ if (SIO_issue(input, buf, SIO_bufsize(input), NULL) < 0) { SYS_abort("Error issuing buffer %d", i); } buf = MEM_alloc(IDRAM1, SIO_bufsize(input), 0); if (buf == MEM_ILLEGAL) { SYS_abort("Memory allocation error"); } for (i = 0; i < nloops; i++) { /* Issue an empty buffer to the input stream */ if (SIO_issue(input, buf, SIO_bufsize(input), NULL) < 0) { SYS_abort("Error issuing buffer %d", i); } /* Reclaim full buffer from the input stream */ if ((nbytes = SIO_reclaim(input, &buf, &arg)) < 0) { SYS_abort("Error reclaiming buffer %d", i); } /* Issue full buffer to the output stream */ if (SIO_issue(output, buf, nbytes, NULL) < 0) { SYS_abort("Error issuing buffer %d", i); } /* Reclaim empty buffer from the output stream to be reused */ if (SIO_reclaim(output, &buf, &arg) < 0) { SYS_abort("Error reclaiming buffer %d", i); } } /* Reclaim and delete the buffers used */ MEM_free(IDRAM1, buf, SIO_bufsize(input)); if ((nbytes = SIO_reclaim(input, &buf, &arg)) < 0) { SYS_abort("Error reclaiming buffer %d", i); } if (SIO_issue(output, buf, nbytes, NULL) < 0) { SYS_abort("Error issuing buffer %d", i); } if (SIO_reclaim(output, &buf, &arg) < 0) { SYS_abort("Error reclaiming buffer %d", i); } MEM_free(IDRAM1, buf, SIO_bufsize(input));}
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 7.4 Stackable Devices
 The capabilities of the SIO module play an important role in fostering device-independence within DSP/BIOS in that logical devices insulate yourapplication programs from the details of designating a particular device. Forexample, /dac is a logical device name that does not imply any particular DAChardware. The device-naming convention adds another dimension to device-independent I/O that is unique to DSP/BIOS�the ability to use a single nameto denote a stack of devices.
 Note:
 By stacking certain data streaming or message passing devices atop oneanother, you can create virtual I/O devices that further insulate yourapplications from the underlying system hardware.
 Consider, as an example, a program implementing an algorithm that inputsand outputs a stream of fixed-point data using a pair of A/D-D/A converters.However, the A/D-D/A device can take only the 14 most significant bits ofdata, and the other two bits have to be 0 if you want to scale up the input data.
 Instead of cluttering the program with excess code for data conversion andbuffering to satisfy the algorithm�s needs, we can open a pair of virtualdevices that implicitly perform a series of transformations on the dataproduced and consumed by the underlying real devices as shown in Example 7-8.
 Example 7-8. Opening a Pair of Virtual Devices
 SIO_Handle input;SIO_Handle output;Ptr buf;Int n;
 buf = MEM_alloc(0, MAXSIZE, 0);
 input = SIO_create("/scale2/a2d", SIO_INPUT, MAXSIZE, NULL);output = SIO_create("/mask2/d2a", SIO_OUTPUT, MAXSIZE, NULL);
 while (n = SIO_get(input, &buf)) {
 `apply algorithm to contents of buf`
 SIO_put(output, &buf, n);}
 SIO_delete(input);SIO_delete(output);
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 In Example 7-8, the virtual input device, /scale2/a2d, actually comprises astack of two devices, each named according to the prefix of the device namespecified in your configuration file.
 ❏ /scale2 designates a device that transforms a fixed-point data streamproduced by an underlying device (/a2d) into a stream of scaled fixed-point values; and
 ❏ /a2d designates a device managed by the A/D-D/A device driver thatproduces a stream of fixed-point input from an A/D converter.
 The virtual output device, /mask2/d2a, likewise denotes a stack of twodevices. Figure 7-6 shows the flow of empty and full frames through thesevirtual source and sink devices as the application program calls the SIO datastreaming functions.
 Figure 7-6. The Flow of Empty and Full Frames
 7.4.1 Example - SIO_create and Stacking Devices
 Example 7-9, illustrates two tasks, sourceTask and sinkTask, that exchangedata through a pipe device.
 sourceTask is a writer task that receives data from an input stream attachedto a DGN sine device and redirects the data to an output stream attached toa DPI pipe device. The input stream also has a stacking device, scale, on topof the DGN sine device. The data stream coming from sine is first processedby the scale device (that multiplies each data point by a constant integervalue), before it is received by sourceTask.
 sinkTask is a reader task that reads the data that sourceTask sent to the DPIpipe device through an input stream, and redirects it to a DGN printDatadevice through an output stream.
 /scale2
 /a2d
 /mask2
 /d2a
 ApplicationProgram
 SI O_ge t ( )Source Device Sink Device
 SI O_pu t ( )
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 The devices in Example 7-9 have been configured statically. The completesource code and configuration template for Example 7-9 can be found in thec:\ti\tutorial\target\siotest directory of the DSP/BIOS product distribution(siotest5.c, siotest5.cdb, dgn_print.c). The devices sineWave and printDatare DGN devices. pip0 is a DPI device. scale is a DTR stacking device. Formore information on how to add and configure DPI, DGN, and DTR devices,see the DPI, DGN and DTR drivers description in the TMS320 DSP/BIOS APIReference Guide for your platform.
 The streams in Example 7-9 have also been added to the configuration. Theinput stream for the sourceTask task is inStreamSrc and has been configuredas shown in Figure 7-7.
 Figure 7-7. inStreamSrc Properties Dialog Box
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 When you configure an SIO stream that uses a stacking device, you must firstenter a configured terminal device in the Device Control Parameter propertybox. The name of the terminal device must be preceded by a slash character( / ). In the example we use /sineWave, where sineWave is the name of aconfigured DGN terminal device. Then select the stacking device (scale) fromthe dropdown list in the Device property. The configuration will not allow youto select a stacking device in Device until a terminal device has been enteredin Device Control Parameter. The other SIO streams created for Example 7-9 are outStreamSrc (output stream for sourceTask), inStreamSink (inputstream for sinkTask), and outStreamSink (output stream for sinkTask). Thedevices used by these streams are the terminal devices pip0 and printData.
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 Example 7-9. Data Exchange Through a Pipe Device
 /* * ======== siotest5.c ======== * In this program two tasks are created that exchange data * through a pipe device. The source task reads sine wave data * from a DGN device through a DTR device stacked on the sine * device, and then writes it to a pipe device. The sink task * reads the data from the pipe device and writes it to the * printData DGN device. The data exchange between the tasks * and the devices is done in a device independent fashion * using the SIO module APIs. * * The streams in this example follow the SIO_STANDARD streaming * model and are created statically. */
 #include <std.h>
 #include <dtr.h>#include <log.h>#include <mem.h>#include <sio.h>#include <sys.h>#include <tsk.h>
 #define BUFSIZE 128
 #ifdef _62_#define SegId IDRAMextern Int IDRAM; /* MEM segment ID defined with conf tool */#endif
 #ifdef _54_#define SegId IDATAextern Int IDATA; /* MEM segment ID defined with conf tool */#endif
 #ifdef _55_#define SegId DATAextern Int DATA; /* MEM segment ID defined with conf tool */#endif
 extern LOG_Obj trace; /* LOG object created with conf tool */extern TSK_Obj sourceTask; /* TSK thread objects created via conf tool */extern TSK_Obj sinkTask;extern SIO_Obj inStreamSrc; /* SIO streams created via conf tool */extern SIO_Obj outStreamSrc;extern SIO_Obj inStreamSink;extern SIO_Obj outStreamSink;
 /* Parameters for the stacking device "/scale" */DTR_Params DTR_PRMS = { 20, /* Scaling factor */ NULL, NULL};
 Void source(Uns nloops); /* function body for sourceTask above */Void sink(Uns nloops); /* function body for sinkTask above */
 static Void doStreaming(SIO_Handle input, SIO_Handle output, Uns nloops);
 /*
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 Example 7.9. Data Exchange Through a Pipe Device (continued)
 In the output for Example 7-9, scaled sine wave data appears in the myLogwindow display in Example 7-8.
 * ======== main ======== */Void main(){ LOG_printf(&trace, "Start SIO example #5");}
 /* * ======== source ======== * This function forms the body of the sourceTask TSK thread. */Void source(Uns nloops){ SIO_Handle input = &inStreamSrc; SIO_Handle output = &outStreamSrc; /* Do I/O */ doStreaming(input, output, nloops);}
 /* * ======== sink ======== * This function forms the body of the sinkTask TSK thread. */Void sink(Uns nloops){ SIO_Handle input = &inStreamSink; SIO_Handle output = &outStreamSink; /* Do I/O */ doStreaming(input, output, nloops);
 LOG_printf(&trace, "End SIO example #5");}
 /* * ======== doStreaming ======== * I/O function for the sink and source tasks. */static Void doStreaming(SIO_Handle input, SIO_Handle output, Uns nloops){ Ptr buf; Int i, nbytes; if (SIO_staticbuf(input, &buf) == 0){ SYS_abort("Eror reading buffer %d", i); } for (i = 0; i < nloops; i++) { if ((nbytes = SIO_get (input, &buf)) <0) { SYS_abort ("Error reading buffer %d", i); } if (SIO_put (output, &buf, nbytes) <0) { SYS_abort ("Error writing buffer %d", i); } }}
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 Figure 7-8. Sine Wave Output for Example 7-9
 You can edit sioTest5.c and change the scaling factor of the DTR_PRMS,rebuild the executable and see the differences in the output to myLog.
 A version of Example 7-9, where the streams are created dynamically atruntime by calling SIO_create is available in the product distribution(siotest4.c, siotest4.cdb).
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 7.5 Controlling Streams
 A physical device typically requires one or more specialized control signals inorder to operate as desired. SIO_ctrl makes it possible to communicate withthe device, passing it commands and arguments. Since each device admitsonly specialized commands, you need to consult the documentation for eachparticular device. The general calling format is shown in Example 7-10.
 Example 7-10. Using SIO_ctrl to Communicate with a Device
 The device associated with stream is passed the command represented bythe device-specific cmd. A generic pointer to the command�s arguments isalso passed to the device. The actual control function that is part of the devicedriver then interprets the command and arguments and acts accordingly.
 Assume that an analog-to-digital converter device /a2d has a controloperation to change the sample rate. The sample rate might be changed to12 kHz as shown in Example 7-11.
 Example 7-11. Changing Sample Rate
 In some situations, you can synchronize with an I/O device that is doingbuffered I/O. There are two methods to synchronize with the devices:SIO_idle and SIO_flush. Either function leaves the device in the idled state.Idling a device means that all buffers are returned to the queues that theywere in when the device was initially created. That is, the device is returnedto its initial state, and streaming is stopped.
 For an input stream, the two functions have the same results: all unread inputis lost. For an output stream, SIO_idle blocks until all buffered data has beenwritten to the device. However, SIO_flush discards any data that has notalready been written. SIO_flush does not block as shown in Example 7-12.
 Example 7-12. Synchronizing with a Device
 An idle stream does not perform I/O with its underlying device. Thus, a streamcan be turned off until further input or output is needed by calling SIO_idle orSIO_flush.
 Int SIO_ctrl(stream, cmd, arg) SIO_Handle stream; Uns cmd; Ptr arg;
 SIO_Handle stream;
 stream = SIO_create("/a2d", ...);
 SIO_ctrl(stream, DAC_RATE, 12000);
 Void SIO_idle(stream); SIO_Handle stream;Void SIO_flush(stream); SIO_Handle stream;
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 7.6 Selecting Among Multiple Streams
 The SIO_select function allows a single DSP/BIOS task to wait until an I/Ooperation can be performed on one or more of a set of SIO streams withoutblocking. For example, this mechanism is useful in the following applications:
 ❏ Non-blocking I/O. Real-time tasks that stream data to a slow device (forexample, a disk file) must ensure that SIO_put does not block.
 ❏ Multitasking. In virtually any multitasking application there are daemontasks that route data from several sources. The SIO_select mechanismallows a single task to handle all of these sources.
 SIO_select is called with an array of streams, an array length, and a time-outvalue. SIO_select blocks (if timeout is not 0) until one of the streams is readyfor I/O or the time-out expires. In either case, the mask returned bySIO_select indicates which devices are ready for service (a 1 in bit j indicatesthat streamtab[ j ] is ready) as shown in Example 7-13.
 Example 7-13. Indicating That a Stream is Ready
 7.6.1 Programming Example
 In Example 7-14, two streams are polled to see if an I/O operation will block.
 Example 7-14. Polling Two Streams
 Uns SIO_select(streamtab, nstreams, timeout) SIO_Handle streamtab[]; /* stream table */ Uns nstreams; /* number of streams */ Uns timeout; /* return after this many */ /* system clock ticks */
 SIO_Handle stream0;SIO_Handle stream1;SIO_Handle streamtab[2];Uns mask;
 ...
 streamtab[0] = stream0;streamtab[1] = stream1;
 while ((mask = SIO_select(streamtab, 2, 0)) == 0) {
 `I/O would block, do something else`
 }
 if (mask & 0x1) { `service stream0`}if (mask & 0x2) { `service stream1`}
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 7.7 Streaming Data to Multiple Clients
 A common problem in multiprocessing systems is the simultaneoustransmission of a single data buffer to multiple tasks in the system. Suchmulti-cast transmission, or scattering of data, can be done easily withDSP/BIOS SIO streams. Consider the situation in which a single processorsends data to four client processors.
 Streaming data between processors in this context is somewhat differentfrom streaming data to or from an acquisition device, such as an A/Dconverter, in that a single buffer of data must go to one or more clients. TheDSP/BIOS SIO functions SIO_get/SIO_put are used for data I/O.
 SIO_put automatically performs a buffer exchange between the bufferalready at the device level and the application buffer. As a result, the user nolonger has control over the buffer since it is enqueued for I/O, and this I/Ohappens asynchronously at the interrupt level. This forces the user to copydata in order to send it to multiple clients. This is shown in Example 7-15.
 Example 7-15. Using SIO_put to Send Data to Multiple Clients
 Copying the data wastes CPU cycles and requires more memory, since eachstream needs buffers. If you were double-buffering, Example 7-15 wouldrequire eight buffers (two for each stream).
 Example 7-16, illustrates the advantage of SIO_issue and SIO_reclaim in thissituation. The application performs no copying, and it uses only two buffers.In each call, SIO_issue simply enqueues the buffer pointed to by bufA ontooutStream�s todevice queue without blocking. Since there is no copying orblocking, this method greatly reduces the time between having a buffer ofdata ready for transmission and the time the buffer can be sent to all clients.In order to remove the buffers from the output devices, correspondingSIO_reclaim functions must be called.
 SIO_put(inStream, (Ptr)&bufA, npoints);
 `fill bufA with data`for (`all data points`) { bufB[i] = bufC[i] = bufD[i] ... = bufA[i];}SIO_put(outStreamA, (Ptr)&bufA, npoints);SIO_put(outStreamB, (Ptr)&bufB, npoints);SIO_put(outStreamC, (Ptr)&bufC, npoints);SIO_put(outStreamD, (Ptr)&bufD, npoints);
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 Example 7-16. Using SIO_issue/SIO_reclaim to Send Data to Multiple Clients
 Note:
 Using SIO_issue to send the same buffer to multiple devices does not workwith device drivers that modify the data in the buffer, since the buffer issimultaneously being sent to multiple devices. For example, a stackingdevice that transforms packed data to unpacked data is modifying thebuffer at the same time that another device is outputting the buffer.
 The SIO_issue interface provides a method for allowing all communicationsdrivers access to the same buffer of data. Each communications devicedriver, which typically uses DMA transfers, then transfers this buffer of dataconcurrently. The program does not return from the four SIO_reclaims until abuffer is available from all of the streams.
 In summary, the SIO_issue/SIO_reclaim functions offer the most efficientmethod for the simultaneous transmission of data to more than one stream.This is not a reciprocal operation: the SIO_issue/SIO_reclaim model solvesthe scatter problem quite efficiently for output, but does not accommodategathering multiple data sources into a single buffer for input.
 SIO_issue(outStreamA, (Ptr)bufA, npoints, NULL);SIO_issue(outStreamB, (Ptr)bufA, npoints, NULL);SIO_issue(outStreamC, (Ptr)bufA, npoints, NULL);SIO_issue(outStreamD, (Ptr)bufA, npoints, NULL);
 SIO_reclaim(outStreamA, (Ptr)&bufA, NULL);SIO_reclaim(outStreamB, (Ptr)&bufA, NULL);SIO_reclaim(outStreamC, (Ptr)&bufA, NULL);SIO_reclaim(outStreamD, (Ptr)&bufA, NULL, SYS_FOREVER);
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 7.8 Streaming Data Between Target and Host
 You can configure host channel objects (HST objects), which allow anapplication to stream data between the target and files on the host. InDSP/BIOS analysis tools, you bind these channels to host files and startthem.
 DSP/BIOS includes a host I/O module (HST) that makes it easy to transferdata between the host computer and target program. Each host channel isinternally implemented using an SIO stream object. To use a host channel,the program calls HST_getstream to get the corresponding stream handle,and then transfers the data using SIO calls on the stream.
 You configure host channels, or HST objects, for input or output. Inputchannels transfer data from the host to the target, and output channelstransfer data from the target to the host.
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 7.9 Device Driver Template
 Since device drivers interact directly with hardware, the low-level details ofdevice drivers can vary considerably. However, all device drivers mustpresent the same interface to SIO. In the following sections, an exampledriver template called Dxx is presented. The template contains (mainly) Ccode for higher-level operations and pseudocode for lower-level operations.Any device driver should adhere to the standard behavior indicated for theDxx functions.
 You should study the Dxx driver template along with one or more actualdrivers. You can also refer to the Dxx functions in the TMS320 DSP/BIOS APIReference Guide for your platform where xx denotes any two-lettercombination. For details about configuring device drivers, including bothcustom drivers and the drivers provided with DSP/BIOS, you need toreference the specific device driver.
 7.9.1 Typical File Organization
 Device drivers are usually split into multiple files. For example:
 ❏ dxx.h�Dxx header file
 ❏ dxx.c�Dxx functions
 ❏ dxx_asm.s##�(optional) assembly language functions
 Most of the device driver code can be written in C. The following descriptionof Dxx does not use assembly language. However, interrupt service routinesare usually written in assembly language for efficiency, and some hardwarecontrol functions also need to be written in assembly language.
 We recommend that you become familiar at this point with the layout of oneof the software device drivers, such as DGN. In particular, you should notethe following points:
 ❏ The header file, dxx.h, typically contains the required statements shownin Example 7-17 in addition to any device-specific definitions:
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 Example 7-17. Required Statements in dxx.h Header File
 ❏ Device parameters, such as Dxx_Params, are specified as properties ofthe device object in the configuration.
 The required table of device functions is contained in dxx.c. This table is usedby the SIO module to call specific device driver functions. For example,SIO_put uses this table to find and call Dxx_issue/Dxx_reclaim. The table isshown in Example 7-18.
 Example 7-18. Table of Device Functions
 /* * ======== dxx.h ======== */
 #include <dev.h>extern DEV_Fxns Dxx_FXNS;/* * ======== Dxx_Params ======== */typedef struct {
 `device parameters go here`
 } Dxx_Params;
 DEV_Fxns Dxx_FXNS = { Dxx_close, Dxx_ctrl, Dxx_idle, Dxx_issue, Dxx_open, Dxx_ready, Dxx_reclaim
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 7.10 Streaming DEV Structures
 The DEV_Fxns structure contains pointers to internal driver functionscorresponding to generic I/O operations as shown in Example 7-19.
 Example 7-19. The DEV_Fxns Structure
 Device frames are structures of type DEV_Frame used by SIO and devicedrivers to enqueue/dequeue stream buffers. The device→todevice anddevice→fromdevice queues contain elements of this type (Example 7-20).
 Example 7-20. The DEV_Frame Structure
 Example 7-20 has the following parameters:
 ❏ link is used by QUE_put and QUE_get to enqueue/dequeue the frame.
 ❏ addr contains the address of the stream buffer.
 ❏ size contains the logical size of the stream buffer. The logical size can beless than the physical buffer size.
 ❏ misc is an extra field which is reserved for use by a device.
 ❏ arg is an extra field available for you to associate information with aparticular frame of data. This field should be preserved by the device.
 ❏ cmd is a command code for use with mini-drivers that use the IOM modeldescribed in the DSP/BIOS Driver Developer's Guide (SPRU616). Thecommand code tells the mini-driver what action to perform.
 ❏ status is a field set by an IOM mini-driver before calling a callbackfunction.
 typedef struct DEV_Fxns { Int (*close)(DEV_Handle); Int (*ctrl)(DEV_Handle, Uns, Arg); Int (*idle)(DEV_Handle, Bool); Int (*issue(DEV_Handle); Int (*open)(DEV_Handle, String); Bool (*ready)(DEV_Handle, SEM_Handle); Int (*reclaim)(DEV_Handle);} DEV_Fxns;
 typedef struct DEV_Frame { /* frame object */ QUE_Elem link; /* queue link */ Ptr addr; /* buffer address */ Uns size; /* buffer size */ Arg misc; /* reserved for driver */ Arg arg; /* user argument */ Uns cmd; /* mini-driver command */ Int status; /* status of command */} DEV_Frame;
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 Device driver functions take a DEV_Handle as their first or only parameter,followed by any additional parameters. The DEV_Handle is a pointer to aDEV_Obj, which is created and initialized by SIO_create and passed toDxx_open for additional initialization. Among other things, a DEV_Objcontains pointers to the buffer queues that SIO and the device use toexchange buffers. All driver functions take a DEV_Handle as their firstparameter.
 Example 7-21. The DEV_Handle Structure
 Example 7-21 has the following parameters:
 ❏ todevice is used to transfer DEV_Frame frames to the device. In theSIO_STANDARD (DEV_STANDARD) streaming model, SIO_put putsfull frames on this queue, and SIO_get puts empty frames here. In theSIO_ISSUERECLAIM (DEV_ISSUERECLAIM) streaming model,SIO_issue places frames on this queue.
 ❏ fromdevice is used to transfer DEV_Frame frames from the device. In theSIO_STANDARD (DEV_STANDARD) streaming model, SIO_put getsempty frames from this queue, and SIO_get gets full frames from here.In the SIO_ISSUERECLAIM (DEV_ISSUERECLAIM) streaming model,SIO_reclaim retrieves frames from this queue.
 ❏ bufsize specifies the physical size of the buffers in the device queues.
 ❏ nbufs specifies the number of buffers allocated for this device in theSIO_STANDARD streaming model, or the maximum number ofoutstanding buffers in the SIO_ISSUERECLAIM streaming model.
 ❏ segid specifies the segment from which device buffers were allocated(SIO_STANDARD).
 typedef DEV_Obj *DEV_Handle;
 typedef struct DEV_Obj { /* device object */ QUE_Handle todevice; /* downstream frames here */ QUE_Handle fromdevice; /* upstream frames here */ Uns bufsize; /* buffer size */ Uns nbufs; /* number of buffers */ Int segid; /* buffer segment ID */ Int mode; /* DEV_INPUT/DEV_OUTPUT */ LgInt devid; /* device ID */ Ptr params; /* device parameters */ Ptr object; /* ptr to dev instance obj */ DEV_Fxns fxns; /* driver functions */ Uns timeout; /* SIO_reclaim timeout value */ Uns align; /* buffer alignment */ DEV_Callback *callback; /* pointer to callback */ } DEV_Obj;
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 ❏ mode specifies whether the device is an input (DEV_INPUT) or output(DEV_OUTPUT) device.
 ❏ devid is the device ID.
 ❏ params is a generic pointer to any device-specific parameters. Somedevices have additional parameters which are found here.
 ❏ object is a pointer to the device object. Most devices create an object thatis referenced in successive device operations.
 ❏ fxns is a DEV_Fxns structure containing the driver�s functions. Thisstructure is usually a copy of Dxx_FXNS, but it is possible for a driver todynamically alter these functions in Dxx_open.
 ❏ timeout specifies the number of system ticks that SIO_reclaim will wait forI/O to complete.
 ❏ align specifies the buffer alignment.
 ❏ callback specifies a pointer to a channel-specific callback structure. TheDEV_Callback structure contains a callback function and two functionarguments. The callback function is typically SWI_andnHook or a similarfunction that posts a SWI. Callbacks can only be used with theissue/reclaim model. This callback allows SIO objects to be used withSWI threads.
 Only the object and fxns fields should ever be modified by a driver�s functions.These fields are essentially output parameters of Dxx_open.
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 7.11 Device Driver Initialization
 The driver function table Dxx_FXNS is initialized in dxx.c, as shown in section7.10, Streaming DEV Structures, page 7-30.
 Additional initialization is performed by Dxx_init. The Dxx module is initializedwhen other application-level modules are initialized. Dxx_init typically callshardware initialization routines and initializes static driver structures asshown in Example 7-22.
 Example 7-22. Initialization by Dxx_init
 Although Dxx_init is required in order to maintain consistency with DSP/BIOSconfiguration and initialization standards, there are actually no DSP/BIOSrequirements for the internal operation of Dxx_init. There is in fact nostandard for hardware initialization, and it can be more appropriate on somesystems to perform certain hardware setup operations elsewhere in Dxx,such as Dxx_open. Therefore, on some systems, Dxx_init might simply be anempty function.
 /* * ======== Dxx_init ======== */
 Void Dxx_init() { `Perform hardware initialization`}
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 7.12 Opening Devices
 Dxx_open opens a Dxx device and returns its status seen in Example 7-23:
 Example 7-23. Opening a Device with Dxx_open
 SIO_create calls Dxx_open to open a Dxx device as seen in Example 7-24.
 Example 7-24. Opening an Input Terminating Device
 This sequence of steps illustrates the opening process for an input-terminating device:
 1) Find string matching a prefix of /adc16 in DEV_devtab device table. Theassociated DEV_Device structure contains driver function, device ID,and device parameters.
 2) Allocate DEV_Obj device object.
 3) Assign bufsize, nbufs, segid, etc. fields in DEV_Obj from parameters andSIO_Attrs passed to SIO_create.
 4) Create todevice and fromdevice queues.
 5) If opened for DEV_STANDARD streaming model, allocate attrs.nbufsbuffers of size BUFSIZE and put them on todevice queue.
 6) Call Dxx_open with pointer to new DEV_Obj and remaining name stringusing syntax as shown:
 status - Dxx_open (device, "16")
 7) Validate fields in DEV_Obj pointed to by device.
 8) Parse string for additional parameters (for example, 16 kHz).
 9) Allocate and initialize device-specific object.
 10) Assign device-specific object to device→object.
 The arguments to Dxx_open are shown in Example 7-25.
 Example 7-25. Arguments to Dxx_open
 status = Dxx_open(device, name);
 input = SIO_create("/adc16", SIO_INPUT, BUFSIZE, NULL)
 DEV_Handle device; /* driver handle */String name; /* device name */
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 The device parameter points to an object of type DEV_Obj whose fields havebeen initialized by SIO_create. name is the string remaining after the devicename has been matched by SIO_create using DEV_match.
 Recall that SIO_create takes the parameters and is called as shown inExample 7-26.
 Example 7-26. The Parameters of SIO_create
 The name parameter passed to SIO_create is typically a string indicating thedevice and an additional suffix, indicating some particular mode of operationof the device. An analog-to-digital converter might have the base name /adc,while the sampling frequency might be indicated by a tag such as 16 for 16kHz. The complete name passed to SIO_create would be /adc16.
 SIO_create identifies the device by using DEV_match to match the string/adc against the list of configured devices. The string remainder 16 would bepassed to Dxx_open to set the ADC to the correct sampling frequency.
 Dxx_open usually allocates a device-specific object that is used to maintainthe device state, as well as necessary semaphores. For a terminating device,this object typically has two SEM_Handle semaphore handles. One is usedfor synchronizing I/O operations (for example, SIO_get, SIO_put,SIO_reclaim). The other handle is used with SIO_select to determine if adevice is ready. A device object would typically be defined as shown inExample 7-27.
 Example 7-27. The Dxx_Obj Structure
 Example 7-28 provides a template for Dxx_open, showing the function�stypical features for a terminating device.
 stream = SIO_create(name, mode, bufsize, attrs);
 typedef struct Dxx_Obj { SEM_Handle sync; /* synchronize I/O */ SEM_Handle ready; /* used with SIO_select() */ `other device-specific fields`} Dxx_obj, *Dxx_Handle;
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 Example 7-28. Typical Features for a Terminating Device
 The first two steps take care of error checking. For example, a request toopen an output-only device for input should generate an error message. Arequest to open channel ten on a five-channel system should also generatean error message.
 The next step is to determine if the device is already opened. In many cases,an opened device cannot be re-opened, so a request to do so generates anerror message.
 If the device can be opened, the rest of Dxx_open consists of two majoroperations. First, the device-specific object is initialized, based in part on thedevice→params settings passed by SIO_create. Second, this object isattached to device→object. Dxx_open returns SYS_OK to SIO_create, whichnow has a properly initialized device object.
 Int Dxx_open(DEV_Handle device, String name){ Dxx_Handle objptr;
 /* check mode of device to be opened */ if ( `device->mode is invalid` ) { return (SYS_EMODE); } /* check device id */ if ( `device->devid is invalid` ) { return (SYS_ENODEV); }
 /* if device is already open, return error */ if ( `device is in use` ) { return (SYS_EBUSY); } /* allocate device-specific object */ objptr = MEM_alloc(0, sizeof (Dxx_Obj), 0);
 `fill in device-specific fields` /* * create synchronization semaphore ... */ objptr->sync = SEM_create( 0 , NULL); /* initialize ready semaphore for SIO_select()/Dxx_ready() */ objptr->ready = NULL;
 `do any other device-specific initialization required`
 /* assign initialized object */ device->object = (Ptr)objptr;
 return (SYS_OK);}
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 The configurable device parameters are used to set the operating parametersof the hardware. There are no DSP/BIOS constraints on which parametersshould be set in Dxx_init rather than in Dxx_open.
 The object semaphore objptr→sync is typically used to signal a task that ispending on the completion of an I/O operation. For example, a task can callSIO_put, which can block by pending on objptr→sync. When the requiredoutput is accomplished, SEM_post is called with objpt→sync. This makes atask blocked in Dxx_output ready to run.
 DSP/BIOS does not impose any special constraints on the use ofsynchronization semaphores within a device driver. The appropriate use ofsuch semaphores depends on the nature of the driver requirements and theunderlying hardware.
 The ready semaphore, objptr→ready, is used by Dxx_ready, which is calledby SIO_select to determine if a device is available for I/O. This semaphore isexplained in section 4.7, Semaphores, page 4-61.
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 7.13 Real-Time I/O
 In DSP/BIOS there are two models that can be used for real-time I/O�theDEV_STANDARD streaming model and the DEV_ISSUERECLAIMstreaming model. Each of these models is described in this section.
 7.13.1 DEV_STANDARD Streaming Model
 In the DEV_STANDARD streaming model, SIO_get is used to get a non-empty buffer from an input stream. To accomplish this, SIO_get first placesan empty frame on the device->todevice queue. SIO_get then callsDxx_issue, which starts the I/O and then calls Dxx_reclaim pending, until afull frame is available on the device->fromdevice queue. This blocking isaccomplished by calling SEM_pend on the device semaphore objptr->syncthat is posted whenever a buffer is filled.
 Dxx_issue calls a low-level hardware function to initiate data input. When therequired amount of data has been received, the frame is transferred todevice->fromdevice. Typically, the hardware device triggers an interruptwhen a certain amount of data has been received. Dxx handles this interruptby means of an HWI (ISR in Figure 7-9), which accumulates the data anddetermine if more data is needed for the waiting frame. If the HWI determinesthat the required amount of data has been received, the HWI transfers theframe to device->fromdevice and then call SEM_post on the devicesemaphore. This allows the task, blocked in Dxx_reclaim, to continue.Dxx_reclaim then returns to SIO_get, which will complete the input operationas illustrated in Figure 7-9.
 Figure 7-9. Flow of DEV_STANDARD Streaming Model
 Application Dxx_moduleSIO_module
 SIO_put(outStream, &bufp, BUFSIZE)
 SIO_get(inStream, &bufp)
 1) Put bufp on todevice queue. 2) Call Dxx_issue function. 3) Call Dxx_reclaim function.
 4) Get next buffer from fromdevice queue. 5) Set bufp to point to this buffer.
 1) Put bufp on todevice queue. 2) Call Dxx_issue function. 3) Call Dxx_reclaim function.
 4) Get next buffer from fromdevice queue. 5) Set bufp to point to this buffer.
 1) Get next buffer from todevice queue and make �visible� to ISR. 2) If first �get,� enable interrupts. 3) Pend on semaphore for non-empty buffer on fromdevice queue.
 1) Get next buffer from todevice queue and make �visible� to ISR. 2) If first �put,� enable interrupts. 3) Pend on semaphore for empty buffer on fromdevice queue.
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 Note that objptr->sync is a counting semaphore and that tasks do not alwaysblock here. The value of objptr->sync represents the number of availableframes on the fromdevice queue.
 7.13.2 DEV_ISSUERECLAIM Streaming Model
 In the DEV_ISSUERECLAIM streaming model, SIO_issue is used to sendbuffers to a stream. To accomplish this, SIO_issue first places the frame onthe device->todevice queue. It then calls Dxx_issue which starts the I/O andreturns.
 Dxx_issue calls a low-level hardware function to initialize I/O.
 SIO_reclaim is used to retrieve buffers from the stream. This is done bycalling Dxx_reclaim, which blocks until a frame is available on thedevice->fromdevice queue. This blocking is accomplished by callingSEM_pend on the device semaphore objptr->sync, just as for Dxx_issue.When the device HWI (ISR in Figure 7-10 and Figure 7-11) posts toobjptr->sync, Dxx_reclaim is unblocked, and returns to SIO_reclaim.SIO_reclaim then gets the frame from the device->fromdevice queue andreturns the buffer. This sequence is shown in Figure 7-10 and Figure 7-11.
 Figure 7-10. Placing a Data Buffer to a Stream
 Figure 7-11. Retrieving Buffers from a Stream
 SIO_issue(outstream,bufp,nbytes,arg)
 SIO_reclaim(outstream,&bufp,parg,timeout)
 1) Put full bufp on todevice queue
 2) Call Dxx_issue()
 1) Call Dxx_reclaim()
 2) Get empty bufp from fromdevice queue
 1) Get next buffer from todevice queue and make "visible" to ISR, 2) If first "issue," enable interrupts
 Pend on semaphore until anempty buffer is available on fromdevice queue
 Application SIO_module Dxx_module
 SIO_issue(outstream,bufp,nbytes,arg)
 SIO_reclaim(outstream,&bufp,parg,timeout)
 1) Put empty bufp on todevice queue
 2) Call Dxx_issue()
 1) Call Dxx_reclaim()
 2) Get full bufp from fromdevice queue
 1) Get next buffer from todevice queue and make "visible" to ISR, 2) If first "issue," enable interrupts
 Pend on semaphore until a full buffer is available on fromdevice queue
 Application SIO_module Dxx_module
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 Figure 7-29 is a template for Dxx_issue for a typical terminating device.
 Example 7-29. Template for Dxx_issue for a Typical Terminating Device
 A call to Dxx_issue starts the device for the appropriate mode, eitherDEV_INPUT or DEV_OUTPUT. Once the device is known to be started,Dxx_issue simply returns. The actual data handling is performed by an HWI.
 Figure 7-30 is a template for Dxx_reclaim for a typical terminating device.
 Example 7-30. Template for Dxx_reclaim for a Typical Terminating Device
 A call to Dxx_reclaim waits for the HWI to place a frame on thedevice->fromdevice queue, then returns.
 Dxx_reclaim calls SEM_pend with the timeout value specified at the time thestream is created (either statically or with SIO_create) with this value. If thetimeout expires before a buffer becomes available, Dxx_reclaim returnsSYS_ETIMEOUT. In this situation, SIO_reclaim does not attempt to getanything from the device->fromdevice queue. SIO_reclaim returnsSYS_ETIMEOUT, and does not return a buffer.
 /* * ======== Dxx_issue ======== */Int Dxx_issue(DEV_Handle device) { Dxx_Handle objptr = (Dxx_Handle) device->object;
 if ( `device is not operating in correct mode` ) { `start the device for correct mode` }
 return (SYS_OK); }
 /* * ======== Dxx_reclaim ======== */Int Dxx_reclaim(DEV_Handle device) { Dxx_Handle objptr = (Dxx_Handle) device->object;
 if (SEM_pend(objptr->sync, device->timeout)) { return (SYS_OK); } else { /* SEM_pend() timed out */ return (SYS_ETIMEOUT); }}
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 7.14 Closing Devices
 A device is closed by calling SIO_delete, which in turn calls Dxx_idle andDxx_close. Dxx_close closes the device after Dxx_idle returns the device toits initial state, which is the state of the device immediately after it wasopened. This is shown in Example 7-31.
 Example 7-31. Closing a Device
 /* * ======== Dxx_idle ======== */Int Dxx_idle(DEV_Handle device, Bool flush) { Dxx_Handle objptr = (Dxx_Handle) device->object; Uns post_count;
 /* * The only time we will wait for all pending data * is when the device is in output mode, and flush * was not requested. */ if ((device->mode == DEV_OUTPUT) && !flush) {/* first, make sure device is started */ if ( `device is not started` && `device has received data` ) { `start the device` }
 /* * wait for all output buffers to be consumed by the * output HWI. We need to maintain a count of how many * buffers are returned so we can set the semaphore later. */ post_count = 0; while (!QUE_empty(device->todevice)) { SEM_pend(objptr->sync, SYS_FOREVER); post_count++; }
 if (`there is a buffer currently in use by the HWI` ) { SEM_pend(objptr->sync, SYS_FOREVER); post_count++; }
 `stop the device`
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 Example 7.31. Closing a Device (continued)
 The arguments to Dxx_idle are:
 DEV_Handle device; /* driver handle */
 Bool flush; /* flush indicator */
 The device parameter is, as usual, a pointer to a DEV_Obj for this instanceof the device. flush is a boolean parameter that indicates what to do with anypending data while returning the device to its initial state.
 For a device in input mode, all pending data is always thrown away, sincethere is no way to force a task to retrieve data from a device. Therefore, theflush parameter has no effect on a device opened for input.
 For a device opened for output, however, the flush parameter is significant. Ifflush is TRUE, any pending data is thrown away. If flush is FALSE, theDxx_idle function does not return until all pending data has been rendered.
 /* * Don't simply SEM_reset the count here. There is a * possibility that the HWI had just completed working on a * buffer just before we checked, and we don't want to mess * up the semaphore count. */ while (post_count > 0) { SEM_post(objptr->sync); post_count--; } }else { /* dev->mode = DEV_INPUT or flush was requested */ `stop the device`
 /* * do standard idling, place all frames in fromdevice * queue */ while (!QUE_empty(device->todevice)) { QUE_put(device->fromdevice, QUE_get(device->todevice)); SEM_post(objptr->sync); } }
 return (SYS_OK);}
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 7.15 Device Control
 Dxx_ctrl is called by SIO_ctrl to perform a control operation on a device. Atypical use of Dxx_ctrl is to change the contents of a device control registeror the sampling rate for an A/D or D/A device. Dxx_ctrl is called as follows:
 status = Dxx_ctrl(DEV_Handle device, Uns cmd, Arg arg);
 ❏ cmd is a device-specific command.
 ❏ arg provides an optional command argument.
 Dxx_ctrl returns SYS_OK if the control operation was successful; otherwise,Dxx_ctrl returns an error code.
 7.16 Device Ready
 Dxx_ready is called by SIO_select to determine if a device is ready for I/O.Dxx_ready returns TRUE if the device is ready and FALSE if the device is not.The device is ready if the next call to retrieve a buffer from the device will notblock. This usually means that there is at least one available frame on thequeue device->fromdevice when Dxx_ready returns as shown in Example 7-32. Refer to section 7.6, Selecting Among Multiple Streams, page 7-24, formore information on SIO_select.
 Example 7-32. Making a Device Ready
 If the mode is DEV_INPUT, the streaming model is DEV_STANDARD. If thedevice has not been started already, the device is started. This is necessary,since in the DEV_STANDARD streaming model, SIO_select can be called bythe application before the first call to SIO_get.
 Bool Dxx_ready(DEV_Handle dev, SEM_Handle sem){ Dxx_Handle objptr = (Dxx_Handle)device->object;
 /* register the ready semaphore */ objptr->ready = sem;
 if ((device->mode == DEV_INPUT) && ((device->model == DEV_STANDARD) && `device is not started` )) { `start the device` }
 /* return TRUE if device is ready */ return ( `TRUE if device->fromdevice has a frame or device won't block` );}
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 The device�s ready semaphore handle is set to the semaphore handlepassed in by SIO_select. To better understand Dxx_ready, consider thefollowing details of SIO_select.
 SIO_select can be summarized in pseudocode as shown in Example 7-33.
 Example 7-33. SIO_Select Pseudocode
 /* * ======== SIO_select ======== */Uns SIO_select(streamtab, n, timeout) SIO_Handle streamtab[]; /* array of streams */ Int n; /* number of streams */ Uns timeout; /* passed to SEM_pend() */{ Int i; Uns mask = 1; /* used to build ready mask */ Uns ready = 0; /* bit mask of ready streams */ SEM_Handle sem; /* local semaphore */ SIO_Handle *stream; /* pointer into streamtab[] */
 /* * For efficiency, the "real" SIO_select() doesn't call * SEM_create() but instead initializes a SEM_Obj on the * current stack. */ sem = SEM_create(0, NULL);
 stream = streamtab;
 for (i = n; i > 0; i--, stream++) { /* * call each device ready function with 'sem' */ if ( `Dxx_ready(device, sem)` ) ready = 1; } } if (!ready) { /* wait until at least one device is ready */ SEM_pend(sem, timeout); } ready = 0;
 stream = streamtab;
 for (i = n; i > 0; i--, stream++) { /* * Call each device ready function with NULL. * When this loop is done, ready will have a bit set * for each ready device. */ if ( `Dxx_ready(device, NULL)` ) ready |= mask; } mask = mask << 1; }
 return (ready);}
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 SIO_select makes two calls to Dxx_ready for each Dxx device. The first callis used to register sem with the device, and the second call (with sem =NULL) is used to un-register sem.
 Each Dxx_ready function holds on to sem in its device-specific object (forexample, objptr->ready = sem). When an I/O operation completes (that is, abuffer has been filled or emptied), and objptr->ready is not NULL, SEM_postis called to post objptr->ready.
 If at least one device is ready, or if SIO_select was called with timeout equalto 0, SIO_select does not block; otherwise, SIO_select pends on the readysemaphore until at least one device is ready, or until the time-out has expired.
 Consider the case where a device becomes ready before a time-out occurs.The ready semaphore is posted by whichever device becomes ready first.SIO_select then calls Dxx_ready again for each device, this time with sem =NULL. This has two effects. First, any additional Dxx device that becomesready will not post the ready semaphore. This prevents devices from postingto a semaphore that no longer exists, since the ready semaphore ismaintained in the local memory of SIO_select. Second, by polling eachdevice a second time, SIO_select can determine which devices have becomeready since the first call to Dxx_ready, and set the corresponding bits forthose devices in the ready mask.
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 7.17 Types of Devices
 There are two main types of devices: terminating devices and stackabledevices. Each exports the same device functions, but they implement themslightly differently. A terminating device is any device that is a data source orsink. A stackable device is any device that does not source or sink data, butuses the DEV functions to send (or receive) data to or from another device.Refer to Figure 7-12 to see how the stacking and terminating devices fit intoa stream.
 Figure 7-12. Stacking and Terminating Devices
 Within the broad category of stackable devices, there are two distinct types.These are referred to as in-place stacking devices and copying stackingdevices. The in-place stacking device performs in-place manipulations ondata in buffers. The copying stacking device moves the data to another bufferwhile processing the data. Copying is necessary for devices that producemore data than they receive (for example, an unpacking device or an audiodecompression driver), or because they require access to the whole buffer togenerate output samples and cannot overwrite their input data (for example,an FFT driver). These types of stacking devices require differentimplementation, since the copying device might have to supply its ownbuffers.
 Figure 7-13 shows the buffer flow of a typical terminating device. Theinteraction with DSP/BIOS is relatively simple. Its main complexities exist inthe code to control and stream data to and from the physical device
 Task
 SIO
 StackableDevice
 TerminatingDevice
 SIO calls
 DEV calls
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 Figure 7-13. Buffer Flow in a Terminating Device
 Figure 7-14 shows the buffer flow of an in-place stacking driver. All dataprocessing is done in a single buffer. This is a relatively simple device, but itis not as general-purpose as the copying stacking driver.
 Figure 7-14. In-Place Stacking Driver
 CurrentDevice
 To/From Physical Device
 fromdevice queuetodevice queue
 UnderlyingDevice
 fromdevice queuetodevice queue
 ReclaimIssue
 CurrentDevice
 fromdevice queuetodevice queue
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 Figure 7-15 shows the buffer flow of a copying stacking driver. Notice that thebuffers that come down from the task side of the stream never actually moveto the device side of the stream. The two buffer pools remain independent.This is important, since in a copying stacking device, the task-side buffers canbe a different size than the device-side buffers. Also, care is taken to preservethe order of the buffers coming into the device, so the SIO_ISSUERECLAIMstreaming model can be supported
 Figure 7-15. Copying Stacking Driver Flow
 CurrentDevice
 fromdevice queuetodevice queue
 UnderlyingDevice
 fromdevice queuetodevice queue
 InputProcessing
 incoming buffer queueOutput
 Processing
 ReclaimIssue
 outgoing buffer queue
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