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Tutorials and Reviews
 International Journal of Bifurcation and Chaos, Vol. 10, No. 8 (2000) 1787–1804c© World Scientific Publishing Company
 BIFURCATION DYNAMICS OFTHREE-DIMENSIONAL SYSTEMS
 PAUL E. PHILLIPSON∗ and PETER SCHUSTERInstitut fur Theoretische Chemie und Molekulare Strukturbiologie der Universitat Wien,
 Wahringerstraße 17, A-1090 Vienna, Austria
 Received June 16, 1999; Revised October 22, 1999
 Oscillations described by autonomous three-dimensional differential equations display multi-ple periodicities and chaos at critical parameter values. Regardless of the subsequent scenariothe key instability is often an initial bifurcation from a single period oscillation to either itssubharmonic of period two, or a symmetry breaking bifurcation. A generalized third-ordernonlinear differential equation is developed which embraces the dynamics vicinal to these bi-furcation events. Subsequently, an asymptotic averaging formalism is applied which permits ananalytic development of the bifurcation dynamics, and, within quantifiable limits, prediction ofthe instability of the period one orbit in terms of the system control parameters. Illustrativeapplications of the general formalism, are made to the Rossler equations, Lorenz equations,three-dimensional replicator equations and Chua’s circuit equations. The results provide thebasis for discussion of the class of systems which fall within the framework of the formalism.
 1. Introduction
 Autonomous three-dimensional differential equa-tion systems of the form
 dX
 dt= F(X) with F(X) = (F1(X), F2(X), F3(X)
 and X = (X1, X2, X3)(1)
 can display a rich diversity of periodic, multiple pe-riodic and chaotic flows dependent upon the spe-cific values of one or more control parameters. Thecontrol parameter, or a combination of parameterssuitable to describe the bifurcation of interest, isdenoted by r. Analysis of the equations linearizedaround a fixed point xo such that F(xo) = 0 serveto provide local solutions which evolve as eσt. Thesesolutions are stable or unstable depending uponwhether or not roots σ = σk(r), k = 1, 2, 3, of thesecular equation for the eigenvalues of the Jacobian
 (J = {Jij = ∂Fi(X)/∂Xj}),
 σ3 +A2(r)σ2 +A1(r)σ +A0(r) = 0 ,
 are all either negative or have negative real parts.The transition from stability to instability occurswhen the real part of one or more of the eigenval-ues passes through a zero from negative to posi-tive. The prediction of critical values of the con-trol parameters at which such bifurcations occuris, in principle, complete and unambiguous as longas the functional dependencies Ak(r) are known.This analysis, limited as it is to a local descriptionaround the fixed point, provides no global infor-mation about how, or the subsequent control pa-rameter conditions when, unstable solutions evolveinto the myriad of possible oscillatory behaviors. Inmany cases the nonlinear terms, ignored in the con-struction of an unstable linearized solution, drivethe system into a limit cycle, or period one orbit.However, the unique feature of three-dimensional
 ∗Address for correspondence: Department of Physics, Box 390, University of Colorado Boulder, CO 80309, USA.E-mail: [email protected]
 1787
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1788 P. E. Phillipson & P. Schuster
 systems is that period one orbits themselves becomeunstable, and once this happens multiple periodic-ity and chaos are usually inevitable with a scenariospecific to the system. Such bifurcation structurescan often be explored with a combination of ana-lytical and computer-assisted numerical techniques[Kubicek & Marek, 1983]. The scenario is quitegenerally initiated by an instability of the periodone orbit which bifurcates into an orbit of periodtwo (1 → 2 bifurcation). This designation will beused here to specify either a period doubling bifur-cation or a symmetry breaking bifurcation where alimit cycle becomes unstable to produce two sta-ble limit cycles. The purpose of the present workis to provide an analytic formalism for quantita-tive prediction as to how, and the control param-eter conditions when, 1 → 2 bifurcations can oc-cur. By so doing one can create a bridge betweena quasi-static bifurcation from a fixed point, quan-tified by fixed point analysis, and a dynamical bi-furcation of orbits as heralded by this bifurcationevent. It will also be quantified by an equivalent tofixed point analysis. In the present case the fixedpoint is approximated as the constant amplitudeof a period two orbit which is self-consistently cre-ated by its precursor period one orbit. The periodtwo bifurcation occurs at the birth of this ampli-tude, at which point the period one orbit itself be-comes unstable. Fixed point analysis local to thisamplitude provides the conditions under which theperiod two orbit persists until it becomes unstableas well. The development generalizes a previousstudy [Phillipson & Schuster, 1998] of the bifur-cation structure of a prototypic dynamical system[Arneodo et al., 1985]. The next three sectionswill provide the development of the mathematicalformalism as well as an analysis of its limitations.Section 5 will show illustrative applications to fourcanonical dynamical systems: the Rossler equa-tions, Lorenz equations, three-dimensional replica-tor equations and Chua’s circuit equations. Thefinal section provides, in light of these limitations,an assessment of an acceptable class of dynamicalsystems as illustrated by these examples.
 2. The Bifurcation Equations
 Physical and chemical systems of interest modeledby Eq. (1) are usually encapsulated by the func-tions F which are polynomial in the coordinates.Then, the differential equations can be partitioned
 according to
 X = X(1) + X(2) with F(X)
 = F(X(1)) + G(X(1), X(2)) (2a)
 dX(1)
 dt= F(X(1)) [equation for the
 period one orbit] (2b)
 dX(2)
 dt= G(X(1)(ωt), X(2)) [equation for
 the period two orbit] (2c)
 It is assumed that X(1)(ωt) is the period one solu-tion of period T = 2π/ω to Eq. (1) in a param-eter region in which it is stable. In this regionX(2) = 0, necessarily. The orbit X(1) loses stabil-ity at those bifurcation points in parameter spacewhere X(2) is born. Vicinal to a 1 → 2 bifurcationpoint the latter contributes a period two correctionX(2)(ωt/2). Equations (1), cast into the form ofEq. (2), express the assumption of the present workthat the period one solution, X(1)(t), functions asthe driving force for the creation of the period twosolution, formally similar to two-dimensional sys-tems driven by an external driving force [Jackson,1991]. The complications of doubling the numberof equations and introducing the requirement of ex-plicit time dependence for the determination of theperiod two orbit is compensated by facilitating anhierarchical procedure for analysis of bifurcationswhich builds upon the application of asymptotic av-eraging techniques originally introduced by Krylovand Bogoliubov [1947]. Similarities to the presentapproach is the application of this averaging pro-cedure to the study of bifurcation structures of thetwo-dimensional Duffing’s equation driven by an ex-ternal force of a single frequency [Holmes & Holmes,1981]. Here, however, the driving force is a periodone orbit generated internally by the dynamics ofthe autonomous system Eq. (2b), which destroysits own stability in the process of generating theperiod two orbit.
 Application of asymptotic methods requirestransformation of Eq. (1) into a normal form suchthat it is possible to effect the averaging procedure.We assume formally the existence of a transfor-mation from the system coordinates [X1, X2, X3]to dynamical coordinates [x, y, z] such that thethree first-order differential equations (1) can be ex-pressed as a single third-order differential equation
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 according to
 Xk = Xk(x, y, z) , k = 1, 2, 3 , (3a)
 with
 dx
 dt= y ,
 dy
 dt= z , and
 dz
 dt= W (x, y, z) (3b)
 If Eq. (1) were to be linearized around a fixedpoint, choosing Xk = x for any k, one obtainsW = g1x + g2y + g3z, with [g1 = σ1σ2σ3, g2 =−(σ1σ2 + σ2σ3 + σ1σ3), and g3 = σ1 + σ2 + σ3],where σk, k = 1, 2, 3, are the eigenvalues of thesecular equation. For the complete nonlinear sys-tem a generic global transformation does not exist.In practice, however, such a transformation can befound specific to the system. The resultant expres-sion for W is often very complex and sensitive toa choice of transformation which itself may not beunique. On the other hand, the information soughtis restricted to the environment of a period one or-bit, which suggests approximation of W as the sumof a linear and a quadratic form according to
 dz
 dt= g1x+ g2y + g3z + h+Q(x, y, z)
 Q(x, y, z) = q11x2 + q12xy + q13xz
 + q22y2 + q23yz + q33z
 2 (4)
 y =dx
 dt, z =
 dy
 dt
 where gk, h and qij are constants which are to berelated to the control parameters of Eq. (1). Equa-tions (3a) and (3b) represent transformation to anormal form and Eq. (4) is formally a power se-ries expansion in the coordinates through quadraticterms. This approximation usually, but not always,destroys globally the attractor, but locally can pro-vide a generic picture of 1→ 2 dynamics as the nextstep after the formation of the period one orbit aris-ing from instability of an attracting fixed point.
 Questions of stability and bifurcations of vari-ous kinds of normal forms have led to formal ana-lytical results, without specific application, in termsof assumed variables defined on a Poincare surfaceof section [Iooss & Joseph, 1990]. While the presentformulation does not yet have a similar rigorous the-oretical foundation, nevertheless Eqs. (3a), (3b) and(4) will serve here as building blocks to formulate bi-furcation dynamics in terms of an operational con-struction which on the one hand is applicable to a
 class of autonomous three-dimensional systems andon the other can reflect the particularities of a cho-sen system. In so doing quantitative predictions ofbifurcation events can be made within the contextof the dynamics specific to this choice. The exam-ples in Sec. 5 provide the basis for Sec. 6 which willaddress the more general question of the determi-nation of what class of systems can be addressed bythe present scheme.
 3. The Averaging Procedure
 In accordance with the decomposition of Eqs. (2a)–(2c) the solutions of Eq. (4) will be expressed asthe sum of two terms x = x1 + x2, y = y1 + y2,z = z1 + z2 where x1 is considered to be a periodone orbit which must evolve as Eq. (4),
 dz1
 dt= g1x1 + g2y1 + g3z1 + h+Q(x1, y1, z1)
 [equation for the period one orbit] (5a)
 so that x2 evolves according to
 dz2
 dt= F1(t)x2 + F2(t)y2 + F3(t)z2 +Q(x2, y2, z2)
 F1(t) = g1 + 2q11x1(t) + q12y1(t) + q13z1(t)
 F2(t) = g2 + 2q22y1(t) + q12x1(t) + q23z1(t) (5b)
 F3(t) = g3 + 2g33z1(t) + q13x1(t) + q23y1(t)
 [equation for the period two orbit]
 To proceed analytically, the period one orbit willbe approximated by a simple harmonic form withthe neglect of higher harmonics. Substitution intoEq. (5a) results in the following expression for theperiod one limit cycle
 x1(t) = D0 +D1 cos(ωt) (6a)
 q12q13D20 + (2q11 + g2q13 + g3q12)D0
 + (g1 + g2g3) = 0
 D21 =−2(g1D0 + q11D
 20 + h)
 q11 + ω2(q22 − q13)
 with ω2 = −(g2 + q12D0)
 (6b)
 where, consistent with this harmonic approximationa contribution of the coefficient q33 to D1 is ne-glected. The amplitude factors D0,1 and frequencyω in terms of the differential equation parametersaccording to Eq. (6b) are determined by setting theresultant constant term and coefficients of cos(ωt),
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 sin(ωt) independently equal to zero. The neglect ofhigher harmonic terms in 2ωt is consistent with thesingle harmonic approximation of the period one or-bit. Substitution of Eq. (6a) in Eq. (5b) introducesexplicit time dependence through the functions Finto the nonautonomous equation for x2 accordingto
 F1(t) = A0 +A1 cos(ωt) +A2 sin(ωt)
 F2(t) = B0 +B1 cos(ωt) +B2 sin(ωt)
 F3(t) = C0 , C0 < 0
 (7)
 A0 = g1 + 2q11D0 , A1 = (2q11 − ω2q13)D1 ,
 A2 = −ωq12D1 B0 = g2 + q12D0 ,
 B1 = (q12 − ω2q23)D1 , B2 = −2ωq22D1
 C0 = g3 + q13D0
 The term z2 in Eq. (5b) provides the stabilizingfactor of dissipation which must be negative. Thiscondition imposes the neglect of oscillatory contri-butions to F3. Parallel to two-dimensional studies[Holmes & Holmes, 1981], the period doubled orbitx2(ωt/2) is constructed according to the followingvan der Pol transformation to functions u, v definedby
 x2 = u cos
 (ωt
 2
 )− v sin
 (ωt
 2
 )(8a)
 y2 = −ω2u sin
 (ωt
 2
 )− ω
 2v cos
 (ωt
 2
 )(8b)
 z2 = −((
 ω
 2
 )2
 u+ω
 2
 dv
 dt
 )cos
 (ωt
 2
 )
 +
 ((ω
 2
 )2
 v − ω
 2
 du
 dt
 )sin
 (ωt
 2
 )(8c)
 for which the inverse transformation is
 u = x2 cos
 (ωt
 2
 )− 2y2
 ωsin
 (ωt
 2
 )(9a)
 v = −x2 sin
 (ωt
 2
 )− 2y2
 ωcos
 (ωt
 2
 )(9b)
 du
 dtdv
 dt
 = −[ωx2
 2+
 2z2
 ω
 ] sin
 (ωt
 2
 )cos
 (ωt
 2
 ) (9c)
 Equation (9c) is a consequence of Eqs. (8a) and (8b)consistent with the requirement that y2 = dx2/dt.
 Differentiation of the last equations gives
 d2u
 dt2− ω
 2
 dv
 dt
 d2v
 dt2+ω
 2
 du
 dt
 = −[ωy2
 2+
 2
 ω
 dz2
 dt
 ] sin
 (ωt
 2
 )cos
 (ωt
 2
 )
 (10)
 Substitution of Eq. (5b) in Eq. (10), then with theuse of Eq. (7) one obtains
 d2u
 dt2= A11(t)
 du
 dt+A12(t)
 dv
 dt+A13(t)u
 +A14(t)v + U(u, v, . . . , t)
 d2v
 dt2= A21(t)
 du
 dt+A22(t)
 dv
 dt+A23(t)u
 +A24(t)v + V (u, v, . . . , t)
 (11)
 with
 Aij(t) = cij + gij(t) and gij(t)
 = aij cos(ωt) + bij sin(ωt)
 where U and V are functions composed of linearcombination of all products of the functions [u, v,du/dt, dv/dt] each term of which is multiplied bytime-periodic coefficients [cos(nωt/2), sin(nωt/2),n = 1, 3]. The [cij , aij , bij ] constants of the oscil-lating coefficients Aij are given in Table 1. Supposex ∈ R2 such that d2x/dt2 = F(dx/dt, x, t) whereF is T -periodic in t. The solutions of Eq. (11) willbe approximated by the solution of the averageddifferential equations defined by
 d2x
 dt2≡ 1
 T
 ∫ T
 0F
 (dx
 dt, x, t
 )dt . (12)
 Here x = (u, v) with T = 4π/ω. Upon carryingout the averaging procedure for Eq. (11) the func-tions U , V quadratic in the coordinate average tozero and the only coefficients that survive for thelinear terms are the quantities cij . The results arelinearly coupled equations in u, v whose time de-pendencies are of the form eσt where σ are roots ofa secular equation with necessarily real parts. Thesolutions either regress to zero or are unstable. Inany case there are no legitimate finite solutions inthis approximation. The construction of acceptablebifurcating period two solutions requires extensionof the asymptotic averaging procedure which will
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 Table 1. Coefficients Aij = [cij , aij, bij ] of Eq. (11) in terms of System ParametersEq. (7).
 c11 =C0
 2a11 = −C0
 2b11 = 0
 c12 =ω
 2a12 = 0 b12 =
 C0
 2
 c21 = −ω2
 a21 = 0 b21 =C0
 2
 c22 =C0
 2a22 =
 C0
 2b22 = 0
 c13 =ω2
 8+B0
 2− A2
 2ω− B1
 4a13 =
 1
 2(B1 −B0)− ω2
 8b13 = −A0
 ω+B2
 2+ωC0
 4
 c14 =
 [A0
 ω+B2
 4
 ]−[A1
 2ω+ωC0
 4
 ]a14 =
 (A1 −A0)
 ω+ωC0
 4b14 =
 A2
 ω+B0
 2+ω2
 8
 c23 =
 [ωC0
 4+B2
 4
 ]−[A0
 ω+A1
 2ω
 ]a23 =
 ωC0
 4− A0 +A1
 ωb23 = −A2
 ω+B0
 2+ω2
 8
 c24 =ω2
 8+B0
 2+A2
 2ω+B1
 4a24 =
 B0 +B1
 2+ω2
 8b24 =
 A0
 ω+B2
 2− ωC0
 4
 most importantly include the effects of nonvanish-ing quadratic terms in U , V . These functions pro-vide the mechanism which stabilizes the period twoorbit over a prescribed control parameter range.
 Accordingly, the next stage is to introduce thefollowing second transformation from (u, v) to newcoordinates (y, z) defined by generating functionsw1, w2 to be determined
 u = y + w1
 (y, z,
 dy
 dt,dz
 dt, t
 ),
 v = z + w2
 (y, z,
 dy
 dt,dz
 dt, t
 )du
 dt=dy
 dt+∇w1 ,
 dv
 dt=dz
 dt+∇w2
 d2u
 dt2=d2y
 dt2+∂2w1
 ∂t2,
 d2v
 dt2=d2z
 dt2+∂2w2
 ∂t2
 (13)
 with
 ∇wk ≡∂wk∂t
 +∂wk∂y
 d2y
 dt2+∂wk∂z
 d2z
 dt2
 +∂wk∂y
 dy
 dt+∂wk∂z
 dz
 dt; k = 1, 2 .
 There are other terms in the partial derivative in-volving ((dy/dt), (dz/dt)) as well as cross deriva-
 tives but they will make no contribution in thesecond averaging process here. Substitution intoEqs. (11) and grouping terms give
 d2y
 dt2= c11
 dy
 dt+ c12
 dz
 dt
 + c13y + c14z + g11(t)∇w1
 + g12(t)∇w2 + g13(t)w1 + g14(t)w2
 +U
 (w1,2, ∇w1,2, y, z,
 dy
 dt,dz
 dt
 )d2z
 dt2= c21
 dy
 dt+ c22
 dz
 dt
 + c23y + c24z + g21(t)∇w1
 + g22(t)∇w2 + g23w1 + g24w2
 +V
 (w1,2∇w1,2, y, z,
 dy
 dt,dz
 dt
 )
 (14)
 where the second time derivatives of w1,2 are bal-anced by the remaining terms according to
 ∂2w1
 ∂t2=C0
 2
 ∂w1
 ∂t+ω
 2
 ∂w2
 ∂t+G1
 ∂2w2
 ∂t2= −ω
 2
 ∂w1
 dt+C0
 2
 ∂w2
 dt+G2
 (15)
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 with
 Gk = gk1dy
 dt+ gk2
 dz
 dt+ gk3y
 + gk4z +Hk
 (ωt
 2
 ); k = 1, 2 .
 The functions Hk are linear combinations ofquadratic terms multiplied by trigonometric func-tions [cos(nωt/2), sin(nωt/2); n = 1, 3]. Throughtheir appearance in the solutions to Eq. (15) theywill combine with the same time dependencies in U ,V in Eq. (14) such that in the subsequent averagingprocess these functions quadratic in the coordinatesnow survive. On the other hand, to predict the on-set of period two bifurcation, they do not have tobe known explicitly. Stable asymptotic solutions∂w1,2/∂t are simply time integrals over G1,2. Inte-grating these solutions with respect to time givesthe result
 w1 = A sin(ωt)−B cos(ωt)
 w2 = B sin(ωt) +A cos(ωt)
 A = α11dy
 dt+ α12
 dz
 dt+ α13y + α16z
 B = β11dy
 dt+ β12
 dz
 dt+ β13y + β14z .
 (16)
 The constants αij , βij in terms of the system pa-rameter are given in Table 2. These constants aremultiplied a common factor [1/(C2
 0 + kω2), k = 1].Neglected are terms multiplied by a similar factorwith k = 9, consistent with the approximations lim-iting the period one orbit to be approximated bya simple harmonic oscillation. Since the generat-ing functions of Eq. (16) are also of a simple har-monic form, wk = 0; k = 1, 2. There are otherterms linear in [∇wk, wk] multiplying the coordi-nates, which, however, average to zero because ofthis property. It should be noted, on the other
 hand, that such terms could in principle have beenincluded in Eq. (15) defining the generators priorto averaging. Also neglected are terms quadratic inwk therefore preserving the linearity of the secondtransformation Eq. (13). The approximations hereare based on the principle of maximum symmetryfor the eigenvalues characterizing the solution forthe generators, consistent with the symmetry in-herent in the defining linear van der Pol transforma-tion equations (8). The result is that the generatorsolutions (16) display the same symmetry. Upontheir insertion into Eq. (14), then with the use ofEq. (13), carrying out the averaging procedure re-sults in the following coupled nonlinear differentialequation system
 (1− f11)d2y
 dt2− f12
 d2z
 dt2− d11
 dy
 dt− d12
 dz
 dt
 = + e11y + e12z + U(y2, yz, z2, . . .)
 −f21d2y
 dt2+ (1− f22)
 d2z
 dt2− d21
 dy
 dt− d22
 dz
 dt
 = + e21y + e22z + V (y2, yz, z2, . . .)
 (17)
 where the coefficients fij, dij , eij in terms of thesystem parameters are given in Table 3. Thereare three formal differences between these renor-malized equations averaged over the second trans-formation of Eq. (13) and the first averaged equa-tions for which, from Eq. (11), Aij = cij , U(u, v) =
 V (u, v) = 0. First, there are now nonzero quadraticterms in the transformed coordinates y, z whichfunction to define the existence of the period twoorbit. Second, there are second derivative termsparameterized by fij, which do not appear in two-dimensional studies [Holmes & Holmes, 1981], butwhich function here to guarantee the stability of theperiod two orbit and fine tune the condition for therange of its stability. They were not included inthe original study, for in that relatively simple case
 Table 2. Coefficients αij , βij of Eq. (16).
 These coefficients are given in terms of aij, bij which are given explicitly in termsof the system parameters in Table 1 αij = k1,j/ω, βij = k2,j/ω, Γ = C2
 0 + ω2,where
 Γk11 = C20 Γk12 = −ωC0 Γk21 = −ωC0 Γk22 = −C2
 0
 Γk13 = −ω(a23 + b13) +C0(b23 − a13) Γk14 = −ω(a24 + b14) +C0(b24 − a14)
 Γk23 = ω(a13 − b13)− C0(a23 + b13) Γk24 = ω(a14 − b24)− C0(a24 + b14)
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 Table 3. Coefficients fij , dij, eij in Eq. (17).
 These coefficients are given in terms of kij from Table 2, and in terms of the coefficients [aij , bij , cij ],which in turn are expressed explicitly in terms of the system parameters in Table 1.
 m1 =1
 2(b13 + a14) m2 =
 1
 2(b14 − a13) m3 =
 1
 2(b23 + a24) m4 =
 1
 2(b24 − a23)
 Γf11 = −C20
 2Γf12 = −C
 30
 2ωΓf21 =
 C30
 2ωΓf22 = −C
 20
 2
 d11 =
 (k23
 ω− k11
 )C0
 2+k11m1
 ω+k21m2
 ω+ c11 d12 = +
 (k24
 ω− k12
 )C0
 2+k12m1
 ω+k22m2
 ω+ c12
 d21 =
 (k13
 ω+ k21
 )C0
 2+k11m3
 ω+k22m4
 ω+ c21 d22 =
 (k14
 ω+ k22
 )C0
 2+k12m3
 ω+k22m4
 ω+ c22
 e11 = −k13C0
 2+k13
 ωm1 +
 k23
 ωm2 + c13 e12 = −k14
 C0
 2+k14
 ωm1 +
 k24
 ωm2 + c14
 e21 = k23C0
 2+k13
 ωm3 +
 k23
 ωm4 + c23 e22 = k24
 C0
 2+k14
 ωm3 +
 k24
 ωm4 + c24
 their contribution to the onset of 1↔ 2 bifurcationwas small. This is not so, however, in the more gen-eral case. Finally, the terms multiplying the coordi-nates, eij and those multiplying the first derivatives,dij are drastic modifications of their precursors ci,j .They serve the pivotal function of determining thepoints in the control parameter space at whichbifurcation occurs.
 4. The Act of Bifurcation:Creation and Stability ofthe Period Two Orbit
 The definition of the van der Pol transformationto coordinates u, v of Eq. (8) combined with thesubsequent transformation to the coordinates y, zaccording to Eq. (13) implies that vicinal to the on-set of periods 1 → 2 bifurcation the contributionto the period two orbit of Eq. (8a) is given approxi-mately by x2 = uo cos(ωt/2)−vo sin(ωt/2), uo ' yo,vo ' zo where yo, zo are fixed points of Eq. (17),
 e11yo + e12zo + Uo = 0 , e21yo + e22zo + Vo = 0
 with Uo = U(yo, zo) and Vo = V (yo, zo) .(18)
 The range of stability of the period two orbit isthat the parameter range within which the solutionis stable as determined by the eigenvalue structureof Eqs. (17) linearized around the fixed point. Set-
 ting y = yo + y′, z = zo + z′ results in the followinglinearized equations,
 (1− f11)d2y′
 dt2− f12
 d2z′
 dt2− c11
 dy′
 dt− c12
 dz′
 dt
 = e′11y′ + e′12z
 ′
 −f21d2y′
 dt2+ (1− f22)
 d2z′
 dt2+ c21
 dy′
 dt+ c22
 dz′
 dt
 = e′21y′ + e′22z
 ′
 (19a)where
 e′ij = eij + γij
 γ11 =∂U
 ∂y
 ∣∣∣∣yo,zo
 γ12 =∂U
 ∂z
 ∣∣∣∣yo,zo
 γ21 =∂V
 ∂y
 ∣∣∣∣yo,zo
 γ22 =∂V
 ∂z
 ∣∣∣∣yo,zo
 (19b)
 Solutions of the form eσt upon substitution intoEq. (18a) results in the following eigenvalueequation
 A4σ4 +A3σ
 3 +A2σ2 +A1σ +A0 = 0 (20)
 A4 = (1− f11)(1 − f22)− f12f21
 A3 = −(d11 + d22) + (d11f22 + d22f11
 − d12f21 − d21f12)
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 A2 = [(d11d22 − d12d21)− (e′11 + e′22)]
 + (e′11f22 + e′22f11 − e′21f12 − e′12f21)
 A1 = (d11e′22 + d22e
 ′11)− (d12e
 ′21 + d21e
 ′12)
 A0 = e′11e′22 − e′12e
 ′21
 This equation determines the conditions for stabil-ity of the period two orbit evolving from the periodone orbit, parallel to the secular equation whichdetermines the conditions for the evolution to adynamical orbit, evolving from the instability of afixed point. From the definition of e′ij in Eq. (19)and expression of e12, e21 in terms of e11, e22 fromthe fixed point relations in Eq. (18), A0 is given as
 A0 = −(e11Vozo
 +e22Uoyo
 +UoVoyozo
 )+ (e11γ22 + e22γ11 − e12γ21 − e21γ12)
 +(γ11γ22 − γ12γ21) (21)
 Since Uo, Vo and the derivatives γij are respec-tively quadratic and linear in the coordinates yo,zo, then A0 = c1yo + c2zo. The onset of bifurcationis when these coordinates emerge from zero. It fol-lows that the first analytic condition for the onsetof period one to period two bifurcation is A0 = 0, atwhich point one of the roots of the eigenvalue equa-tion (20) passes through zero. For the subsequentdevelopment of the period two orbit there must ex-ist one real negative root and a pair of conjugateroots with negative real part. As the period twoorbit develops, yo, zo grow such that the period twoorbit is stable as long as all roots are negative orhave negative real part. When any real part be-comes positive, the period two orbit itself becomesunstable. The calculation of that parameter pointat which the period two orbit becomes unstable re-quires explicit inclusion of the nonlinear terms in U ,V , as has been carried out in the previous study ofa simple prototypic system [Phillipson & Schuster,1998]. However, only the requirement that they benonlinear is sufficient to establish the necessary an-alytic condition A0 = 0 for the onset of period two.The control parameter r at the 1 → 2 bifurcationpoint is denoted here by r∗ so that A∗k ≡ Ak(r∗) andA∗4σ
 3 + A∗3σ2 + A∗2σ + A∗1 = 0. The necessary and
 sufficient condition that all eigenvalues have nega-tive real parts and therefore the bifurcation is stableis when A∗2A
 ∗3 ≥ A∗1A∗4 [Jackson, 1991].
 The quantities ρo ≡ (yo, zo) determine the am-plitude and phase of the period two contribution
 to the period two orbit according to Eq. (5), whereρo is the fixed point of the averaged equations (17)and given by Eq. (18). In terms of the coefficientsof the secular equation (20), the two conditions forthe onset of 1→ 2 bifurcation are
 A0(ρo) = 0
 and
 ∆(ρo) ≡ A2(ρo)A3(ρo)−A1(ρo)A4(ρo) > 0
 in the limit ρo → 0 . (22)
 As ρo grows there are now four roots to Eq. (20).The extent of the period two orbit is determined bythat value ρ′o such that one or more of the roots ac-quires a positive real part, at which point the periodtwo orbit becomes unstable [Phillipson & Schuster,1998].
 5. Bifurcation Analysis ofSpecific Dynamical Systems
 The present development rests on three assump-tions. First, averaging as applied to two-dimen-sional system assumes that the external forceconstitutes a perturbation. This is a condition ofsmallness that can be imposed on the external force.Here the force, the period one orbit, is internallygenerated, and hence its strength is determined bythe magnitude of control parameters in the regionof bifurcation. Second, the period one oscillation isassumed to be soft and hence represented as a sim-ple harmonic form which is modified by the addi-tion of a small period two contribution at the pointof bifurcation. This condition of smallness is re-flected by the construction Eq. (13) which repre-sents the approximation of a smooth, linear near-identity transformation. Finally, bifurcation plotsindicating the onset of period two bifurcation occursymmetrically with respect to the period one orbit.On this basis the approximation was additionallymade that the symmetry inherent to the van derPol transformation Eq. (9) is preserved by the sec-ond transformation Eq. (13) through the symmetricform of the generators in Eq. (16). The predictionof the onset of instability of a fixed point is, in prin-ciple, known precisely through algebraic proceduresby the determination of the fixed point in terms ofthe control parameters. These assumptions of thepresent work places restriction on quantitative pre-diction. The purpose of this section is to evaluate
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 the severeness of this restriction by considering fourexamples.
 5.1. Rossler equations
 Setting X = (X, Y, Z) the following equations ofRossler [1976]
 dX
 dt= −(Y + Z)
 dY
 dt= X + aY
 dZ
 dt= b+XZ − rZ
 (23)
 may be considered the most elementary construc-tion of chaos in continuous systems [Peitgen et al.,1992]. This judgement is reinforced by the obser-vation that by choosing x = Y , the transformationto the generalized quadratic form (4) is exact, withthe parameters given by
 g1 = −r g2 = ar − 1 g3 = a− r k = −bq11 = −a q12 = 1 + a2 q13 = −aq22 = −a q23 = 1 q33 = 0
 (24)
 Figure 1 shows a bifurcation diagram for the Rosslersystem: values of Y = x coordinate, xn, areplotted against r regarded as a continuously vary-ing control parameter for two representative cases,(a) a = b = 0.2 and (b) a = 0.3, b = 0.2.In both plots 1(a) and 1(b) the arrow indicatesthe locus of the 1 → 2 bifurcation, subsequent towhich occur period doublings with increasing r, ap-proaching chaos with very different scenarios: thefirst case exhibits “spiral-type chaos” and the sec-ond case “screw-type” chaos [Jackson, 1991]. Ofpresent concern is the observation that the tran-sition from case (a) to case (b) is also accompa-nied by a shift of the bifurcation point towards asmaller value. In general, for a given (a, b) pairif b ∼= a, r∗(b > a) > r∗(b < a). It is possi-ble to trace this analytically, since in the regionof bifurcation, a, b � r insertion of the parame-ters Eq. (24) into Eq. (6) gives the following ap-proximate period one orbit through terms linearin a
 x1(t) = −a(r +
 1
 r
 )+
 [2
 (r2 +
 a− ba
 )] 12
 cos(ωt),
 ω =
 (1 +
 a
 r
 ) 12
 (25)
 (a)
 (b)
 Fig. 1. Bifurcation diagram xn versus r generated by com-puter solution of the Rossler equations (23) computed by theexact transformed equations (4) with the parameters given inEq. (24). The points xn are the values of x recorded at thosetimes t = tn at which this coordinate reaches a maximum.The arrow indicates the location of the 1→ 2 bifurcation atr∗ (a) a = b = 0.2, r∗ = 2.83 (b) a = 0.3b = 0.2, r∗ = 2.00.
 Equations (24) and (25) complete the necessary pa-rameter specification to satisfy the conditions forEq. (22). The results are: Case (a) r∗ = 2.97[2.83], Case (b) r∗ = 1.78 [2.00] where the num-bers in brackets are the 1 → 2 bifurcation pointsdetermined by computer solution of (23). A typi-cal trend, for example is when a = 0.3 and b = 0.2,0.3, 0.4 the points of bifurcation are 1.78 [2.00], 1.94
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 [2.10], 2.09 [2.25], respectively. These results in-dicate that the present approximations are satisfac-tory for predicting the 1→ 2 bifurcation points as afunction of control parameters within 10% accuracy,and that the error is consistently in the direction ofvalues too small by this factor. The primary rea-son for this quantitative discrepancy is the restric-tion of the period one orbit to a simple harmonicform.
 5.2. Lorenz equations
 Setting X = (X, Y, Z) and ε ≡ 1/√r the Lorenz
 equations [Lorenz, 1963]
 dX
 dt= Y − εσX
 dY
 dt= (σX −XZ)− εY
 dZ
 dt= XY − bεZ
 (26a)
 [X → X
 ε, Y → Y
 σε2, Z → Z
 σε2, t→ εt,
 and K ≡ X2
 2− Z yield
 dK
 dt= −2εσK − ε(2σ − b)Z,
 ](26b)
 with σ = 10, b = 8/3 and r as a control param-eter, demonstrated for the first time that deter-ministic chaos could arise in a three-dimensionalautonomous differential equation system. Whenr ∼= 28 (ε ∼= 0.189) these equations demonstratechaotic oscillations of a strange attractor. As r in-creases there exist sequences of periodic oscillationspunctuated by aperiodic and chaotic regions, finallyterminating with a 2→ 1 bifurcation at r2→1 = 313(ε = 0.0565). These sequences are shown in the bi-furcation diagram for Z in Fig. 2(a) computed fromEq. (26a). The present study is concerned with thisbifurcation in the region of relatively large r(ε� 1)so that the original equations have been scaled ac-cording to the prescription of Sparrow [1982]. Therelation of Eq. (26b), a consequence of the Lorenzequations, will prove useful in the analysis.
 Transformation of the Lorenz equations to asingle third-order differential equation of the formEq. (3a) choosing x ≡ Z leads to the following exact
 but complicated result derived in the Appendix
 W (x, y, z)
 = −ε(b+ σ + 3)z − ε2[b(σ + 3) + 2(σ + 1)]y
 − 2bε3(σ + 1)x+ 4(σ − x)(y + bεx)
 − [2ε(σ − 1)(σ − x) + y]X2(x, y, z) (27)
 X2(x, y, z) =B −
 √B2 + 4(x− σ)A
 2(σ − x)
 A = (y + bεx)2
 B = z + ε(b+ σ + 1)y + bε2(σ + 1)x
 Computation of the bifurcation diagram from largeto small values of r produces the identical result inFig. 2(a) until r = 198 where the attractor is begin-ning to expand. At that point the square root in theexpression for X2 becomes imaginary and the trans-formation becomes improper for r ≥ 198. A studyof the Lorenz equations [Michielin & Phillipson,1997] developed a one-dimensional mapping whichfor small r behaves as a tent map (whose iteratesare chaotic) and for large r behaves as a quadraticmap (whose iterates are universal [Metropolis et al.,1973]). The result was prediction of the ordering ofperiodic orbits over the range of control parameter.It was found that a transitional value rt = 193.126is such that for r > rt iterates are confined to amap region characterized by the quadratic portionof the mapping and for r < rt the iterates escapethis region and ultimately condense to the chaoticstructure initiated around r = 28. This value ofrt = 193, found from an approximate map construc-tion, is sufficiently close to the point 198 obtainedby numerical integration of the exact equations, toidentify these points. The transformation is valid aslong as all orbits are confined to a sequence whichcorrelates essentially with the universal period dou-bling sequence. It fails abruptly as the sequence oforbits approaches chaos with an ordering specific tothe Lorenz equations.
 Since the inverse 2 → 1 bifurcation of interestis far from rt we will first dismantle the attractor bysetting ε = 0 and then approximately reconstruct itfor ε � 1. Sparrow [1982] has dealt in some detailwith analysis of the Lorenz equations for the case ofsmall ε, showing how exact solutions for ε = 0 canbe expressed in terms of elliptic integrals and ap-proximate but complicated solutions generated forε small using averaging techniques. The present
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 (a) (b)
 (c)
 Fig. 2. The Lorenz equations. (a) Bifurcation diagram Zn versus r generated by the computer solution of the Lorenzequations (26a) where the points are the oscillation maxima as in Fig. 1. The arrows indicate significant values of r in theorder of increasing r: [28] transition to chaos originally reported by Lorenz [1963], [198] point at which the transformed Lorenzequations becomes ill-defined, indicating an abrupt transition in the dynamics, [229] 4 → 2 bifurcation point, [313] 2 → 1symmetry breaking bifurcation point. (b) Bifurcation diagram of reconstructed attractor Eq. (4) with parameters of Eq. (30).This attractor ends at r = 102. (c) Phase plots for the Lorenz equations computed from Eq. (26a) for r = 250 in the regionof coexisting single cycles and r = 160 in the region of a period two orbit. The figures (a) and (b) on the left are plots ofX versus Z whose difference reflects the fact that the former is the result of a symmetry breaking bifurcation and the latteris the result of period doubling. The figures (c) and (d) on the right are the phase plots y = [dZ/dt] versus x = Z whosesimilarity reflects that in these dynamical coordinates both cases appear as a 1→ 2 bifurcation.
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 scheme starts from the third-order equation (27)and invokes a computer-assisted approach to pro-duce a rather simple equation which reproduces thedynamics for large r in reasonable detail. FormallyEq. (26b) can be integrated
 X2ε = 2Koe
 −2εσt
 + 2
 [x− ε(2σ − b)
 ∫ t
 0e−2εσ(t−t′)x(t′)dt′
 ].
 (28)
 When ε = 0, there is a unique symmetric con-servative periodic orbit characterized by two con-stants of the motion, one of which is Ko, whereX2o = 2(x + Ko). From Eq. (27), when ε = 0,
 X2 = 0 at y = 0. This corresponds to the min-imum of the oscillation, x = xmin, so that X2
 o =2(x− xmin), Ko = −xmin and the Lorenz equationscan be written as a third-order differential equa-tion according to dz/dt = [(2xmin + 4σ) − 6x]y.The oscillation is conservative and the unique solu-tion requires specification of two initial conditions[xmin, zmin] the family of which solutions lie on acylinder. This is equivalent to expressing ε = 0equation as a first-order differential equation whereboth constants would appear explicitly and the so-lution is expressed in terms of elliptic integrals. Forε > 0 the first (now transient) term asymptoti-cally goes to zero, only the integral remains andthe oscillation is a limit cycle. It is further assumedthat the oscillation in the period one region has thegeneric structure x(t′) = k(ε)+u(t′), k(ε) = k0+k1εwhere u(t′) is an oscillatory function which will beneglected, so that X2
 ε∼= 2[x− (1/2)(1− (b/σ))k(ε)].
 Retaining terms only linear in ε the Lorenz equa-tions in the form of Eq. (27) are approximated by
 dz
 dt= −ε(b+ σ + 3)z + 4(σ − x)(y + bεx)
 + [2ε(σ − 1)(x− σ)− y]X2ε (29)
 X2ε (x) = 2(x− xmin)− γε
 where the constants k0,1 have been redefined interms of constants xmin, γ. Consistent with thefact that the Lorenz equations have a fixed pointxo = σ(1− ε2) ∼= σ, ε > 0 then with respect to thispoint, Eq. (29) is of the quadratic form Eq. (4) with
 g1 = −2ε[2bσ − (σ − 1)X2ε (σ)]
 g2 = −X2ε (σ) g3 = −ε(b+ σ + 3)
 q11 = 4ε(σ − b− 1) q12 = −6
 (30)
 Figure 2(b) shows the bifurcation diagram for theLorenz equations reconstructed according to Eq. (4)with parameters of Eq. (29) and [xmin = 8.262, γ =24.96]. These values were determined by matchingthe bifurcation diagram to the computed 2 → 1,4 → 2 bifurcation points at r = 313 and r = 229respectively. Comparison with Fig. 2(a) indicatesthat this quadratic reconstruction is sufficient to re-produce the Lorenz attractor in the period doublingregion with reasonable fidelity. On the other hand,a separate computer study of Lorenz equations (26)in the range 300 < r < 106 showed numericallyas ε → 0, the extrapolated values xmin = 8.456,zmin = 1.518. The first figure is larger than theone adopted for the present simple two parameterfit to the attractor, 8.262, by approximately 3%.It should also be noted, from Eq. (27), that anexpansion of X2 in powers of ε is not analytic atx = σ, z = 0 because there is no fixed point whenε = 0. This discontinuity reflects the fact that inthis region of two basins of attraction the bifurca-tion is a symmetry breaking bifurcation, not a nor-mal pitchfork period doubling bifurcation, althoughthe two prongs emerging from the transition pointappear normal [Froyland & Alfsen, 1984]. Whenε = 0 the conservative orbit is invariant under(X, Y, Z) → (−X, −Y, Z) which is preserved upto the bifurcation point where it becomes unstableand replaced with two stable limit cycles of oppositesymmetry (±X, ±Y, Z). These two orbits are thetwo prongs. The phase plots of Fig. 2(c) indicatethe differences between the symmetry breaking bi-furcation in the two single cycle region at r = 250to be compared with the period doubling orbit atr = 160. The phase plots of dZ/dt versus Z (or-dinate and abscissa axes, respectively) show essen-tially the same double loop characteristic of a pe-riod doubled orbit, while the phase plots X versusZ betray (for a given choice of initial conditions) asingle cycle structure at r = 250 and a two cyclestructure at r = 160 (for any initial condition). Forthis reason, and as noted by Froyland and Alfsen,the bifurcation plot does not distinguish betweenorbits of different symmetry.
 The parameters of the period one orbit, fromEqs. (4) and (30) are: D0 = (4σb − γ(3σ + b +1))/(14σ−2b+10), D2
 1 = D0[[(2bσ−(σ−1)γ)/(σ−b − 1)] − 2D0], ω2 = γ + 6D0. With the parame-ters xmin = 8.262, γ = 24.96 adjusted to reproducethe attractor, the second condition of Eq. (22) isnot satisfied. This discrepancy might not be unex-pected in view of the approximation of the exact
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 Lorenz attractor by Eq. (30). Nevertheless, it isquite small, for when xmin is reduced by less than1% to xmin = 8.236 both conditions are satisfied ata bifurcation point 315 which compares quite favor-ably with the computer value of 313. This indicateson the one hand the extreme sensitivity of the pre-cise location of the bifurcation point to parametervalues and, on the other hand, that subject to thislimitation the present asymptotic method providesa picture of the mechanism of bifurcation.
 5.3. Replicator equations
 Catalyzed replication and mutation find the mostsimple expression by the following mechanismwhich has been implemented in a flow reactor[Schuster et al., 1980; Hofbauer & Sigmund, 1988]:(S) + Ij + Ii → Ij + Ik + Ii, i, j, k = 1, 2, . . . , nwhere Ij is the template which is replicated, Ii thecatalyst and (S) are the buffered substrates neededfor replication. These equations describe a kineticmechanism whereby Ii catalyzes the replication ofIj which yields Ik being either a correct copy (k = i)or an error copy called mutant (k 6= i). The sys-tem is closed in that the conservation of mass leadsto∑ni=1[Ii] = co = const. and this restriction im-
 plies for an n species system that there are onlyn− 1 independent equations. For n = 4 and a rep-resentative choice of replication matrix the repli-cator equations under a Hofbauer transformation[Hofbauer, 1981] is identical to the following gen-eralized Lotka–Volterra system studied by Arneodoet al. [1980]:
 dX
 dt= X[0.5(1 −X) + 0.5(1 − Y ) + 0.1(1 − Z)]
 dY
 dt= Y [−0.5(1−X)− 0.1(1− Y ) + 0.1(1 − Z)]
 dZ
 dt= Z[r(1−X) + 0.1(1 − Y ) + 0.1(1 − Z)]
 (31)
 The bifurcation diagram of Z for this system shownin Fig. 3(a), first analyzed by Schnabl et al. [1991],shows that the attractor exhibits initially a perioddoubling scenario which very closely resembles thatpredicted by a quadratic map followed subsequentlyby an interior crises resulting in a period two tan-gent bifurcation, this process repeating until theend of the attractor. This extended scenario of pe-riodic orbits embedded in chaotic regions has beenanalyzed in the context of one-dimensional and two-dimensional mappings [Phillipson & Schuster, 1994;
 Michielin & Phillipson, 1994]. Choosing x such thatZ = ex then the third-order differential equationwould be a function of this exponential coordinate.Noting that the interior fixed point is at [1, 1, 1], thequadratic form of Eq. (4) is achieved in the approxi-mation of expanding the exponential terms throughx2 and neglecting higher terms. In this case, thequadratic form represents an expansion around thefixed point such that the linear terms provide thesecular equation to predict its instability by Hopf bi-furcation and the quadratic terms serve to encapsu-late the subsequent period doubling dynamics. Thecoefficients are h = 0 and
 g1 = −(0.06r + 0.01) g2 = 0.1r − 0.23
 g3 = −0.5 q11 = −0.003(6r + 1)
 q12 = 0.1r − 0.014 q13 = −0.24
 q22 = −0.2 q23 =0.04
 rq33 = −0.8
 r
 (32)
 The coefficients qij involve the ratio of polynomi-als in r. Only the dominant term for each coeffi-cient has been retained, which introduces an errorin the 1 → 2 bifurcation region of interest quan-titatively of less than 3%. As distinct from theprevious two cases, there is a q33z
 2 contributionwithout which calculation shows there is no bifur-cation in the present approximation. Figure 3(b)shows the bifurcation diagram for this system. Upto the period three window the attractor presentsa period doubling sequence which reproduces theexact attractor with good fidelity: the first two bi-furcations occur at 1.28 (1 → 2), 1.34 (2 → 4) tobe compared with the accurate values 1.30, 1.37respectively. The subsequent severe distortion inthe period three range and beyond is due in thisapproximation to the relatively large magnitude ofq13. Reduction of its value from 0.24 to 0.14 re-sults in the bifurcation diagram of Fig. 3(c) whichnot only restores the proper position of these bifur-cations but also now includes properly period twobifurcations of the extended attractor. This showsthe limitations of the quadratic approximation, butalso indicates that the approximation can be for-mally explored to produce more global characteris-tics of an attractor.
 The analytical period one orbit is dependentultimately on the behavior of D0 in Eq. (6) whichis seen to vanish when g1 + g2g3 = 0. Since thegk’s determine the eigenvalues for analysis of fixedpoint stability, this is the condition for a Hopf bi-furcation. In the present case, from Eq. (32), this

Page 14
                        

1800 P. E. Phillipson & P. Schuster
 (a) (b)
 (c)
 Fig. 3. Bifurcation diagrams for the three-dimensional replicator equation where the points are the oscillation maxima as inFig. 1. (a) zn versus r, zn = Zn − 1 generated by the computer solution of Eq. (31) where the values are with respect to theinterior fixed point [1, 1, 1]. The arrows indicate the points of the 1 → 2 bifurcation at r∗ = 1.30 and the 2 → 4 bifurcationat r = 1.37. (b) Replicator attractor constructed according to Eq. (4) with parameters of Eq. (32). (c) Replicator attractorconstructed according to Eq. (4) with parameter of Eq. (32) except q13 = −0.14.
 quantity is −0.11(r − ro), ro = (10.5/11) = 0.9545.At ro the fixed point becomes unstable and the pe-riod one orbit grows until it becomes unstable whenthe conditions of Eq. (22) are satisfied. Calculationwith the coefficients of Eq. (32) reveal two valuesof r = 1.28, 1.32, the first one of which agrees withFig. 3(b). There is no reason in principle why there
 cannot be more than one value of the control param-eter for a system which would satisfy these condi-tions. An example is the previous study [Phillipson& Schuster, 1998]. If such is the case, which one orones are the correct candidates must be decided onthe basis of additional theoretical or computationalconsiderations.
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 5.4. Chua’s circuit equations
 Chua’s circuit is the simplest autonomous generatorof chaotic signals [Chua, 1992] and as such has beenthe subject of extensive studies in recent years. Set-ting X = (X, Y, Z) the normalized state equationsare [Khibnik et al., 1993]
 dX
 dt= α[Y − φ(X)]
 dY
 dt= X − Y + Z
 dZ
 dt= −βY
 (33)
 where α, β are control parameters and φ(X) is anonlinear function. Transformation to the form inEq. (3a) for the coordinate X gives the result
 d3X
 dt3= −
 {[1 + α
 dφ
 dX
 ]d2X
 dt2+
 [(β − α)
 +αdφ
 dX
 ]dX
 dt+ α
 d2φ
 dX2
 (dX
 dt
 )2
 + αβφ(X)
 }(34)
 Madan and Wu [1993] derived an equivalent third-order differential equation in Z which is free ofderivatives of φ, choosing a discontinuous functionof three linear time segments in X(Z). However,the nonlinearity of a real circuit is smooth, prompt-ing Khibnik et al. [1993] to adopt, as we will here,the following cubic nonlinearity
 φ(X) = −d1X + d3X3 d1 =
 1
 6d3 =
 1
 16(35)
 for which smoothness of the function presentsno analytic difficulties involving derivatives of φ.With respect to the fixed point, φ(xo) = 0, [xo =
 (d1/d3)12 ≈ 1.633], setting X = xo + x, Eq. (34)
 assumes the following explicit form of (3a) and (3b)
 dz
 dt= g1x+ g2y + g3z +Q(x, y, z) + C(x, y, z)
 Q(x, y, z) = q1x2 + q2[xy + xz + y2]
 C(x, y, z) = c1x3 + c2[2xy2 + x2y + x2z]
 (36)where
 g1 = −2αβd1 g2 = −[(β − α) + 2αd1]
 g3 = −[1 + 2αd1] q1 = −3αβd3xo
 q2 = −6αd3xo c1 = −αβd3 c2 = −3αd3
 (37)
 Figure 4(a) shows a bifurcation diagram xn versusα for the Chua circuit computed from these ex-act equations, (36) and (37) with β = 14. It issimilar but with minor differences to that shownby Madan and Wu [1993] for the discontinuousnonlinearity function. The arrows indicate the
 (a)
 (b)
 Fig. 4. Bifurcation diagrams xn versus α, β = 14 for Chua’scircuit where the points are oscillation maxima as in Fig. 1.(a) Computer solution of exact equations (36) with param-eters given in Eq. (37). The arrows indicate the progres-sive initiations of dynamical events discussed in the text.(b) Computer solution of Eq. (36) in the quadratic approxi-mation of Eq. (4) [C(x, y, z) ≡ 0]. The α-scale is the same asin Fig. 4(a) to indicate that the attractor breaks off approx-imately where the double-scroll attractor would begin. Thearrows (a), (b) and (c) indicate the locations of Hopf bifur-cation, 1 → 2 period doubling and the end of the attractorrespectively.
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 progression of the dynamics with increasing α.This scenario, discussed in detail by Khibnik et al.[1993] indicates: (a) Hopf bifurcation at α =(√
 1 + [8βd1/(1 − 2d1)] − 1)/4d1) [6.578], then(b) 1 → 2 bifurcation at [α = 8.198] followedby a period doubling cascade which terminates at(c) [α = 8.785]. Beyond this location the ex-pansion of points indicates the birth of the Chuadouble-scroll attractor which persists until its dis-appearance at (d) [α = 10.769]. Beyond thispoint, the straight line indicates the system hasregressed to a simple period one orbit. By con-trast Fig. 4(b) shows the same bifurcation diagramin the quadratic approximation of Eq. (4) com-puted from Eq. (36) with the neglect of the cubicterms [c1,2 ≡ 0] and the identification q11 = q1,q12 = q13 = q22 = q2. The enlarged scale ofthe figure shows that after Hopf bifurcation at (a)there occurs the ubiquitous period doubling cas-cade which begins at the 1 → 2 bifurcation point(b) at α = 7.81 [8.20] where for comparative pur-poses the value in brackets is the 1 → 2 bifurca-tion point of the exact system. The attractor inthis quadratic approximation terminates finally at(c) [α = 8.15]. The effect of the quadratic approx-imation is to retain the period doubling scenariowith a quantitative accuracy within 5% and moreimportantly to quench the double-scroll attractor.Within the framework of the cubic nonlinearity, thedynamics of the double scroll is essentially turnedon by the cubic terms C(x, y, z) in Eq. (36). TheChua circuit equations (36) exhibit an additive dy-namics in that the linear terms give rise to the Hopfbifurcation, the quadratic terms dominate the pe-riod doubling scenario and the cubic terms are thecause of the double scroll. The ab initio determina-tion of the 1→ 2 bifurcation according to Eq. (22)involves the compounding of two approximations:neglect of the cubic terms and the approximationof the period one orbit as a simple harmonic func-tion. The parameters of this function D0,1 fromEq. (6b) are determined by Eq. (37). Over a rangeof decreasing β = 14, 10, 6 the results are respec-tively 7.10 [8.20], 5.90 [6.49], 4.10 [4.50] where eachnumber in brackets is the 1 → 2 bifurcation pointdetermined by the computer solution of the exactequations. Quantitative agreement is within ap-proximately the same error as the previous exam-ples. The present error would be reduced by in-cluding the cubic terms in the averaging procedure.As β decreases further the double scroll tends tobe squeezed out, disappearing entirely along with
 the period doubling cascade at β ≈ 1.92. In paral-lel the period two orbit disappears in the quadraticapproximation as β gets small since the second con-dition in Eq. (22) is no longer satisfied. These re-sults indicate the present asymptotic method thatfinds the same applicability here within the samelimitations above to period doubling dynamics.
 6. Discussion
 The present study has as its intent the demonstra-tion of how a primary dynamical event, the bifurca-tion of a period one orbit, can be traced analyticallybased upon asymptotic averaging techniques. Wereturn to the question of how general is the applica-bility of the present formalism to three-dimensionaldynamics.
 The first step of the procedure is the transfor-mation to the equations of motion normal form (3a)and (3b). For the four applications considered thiscould be done exactly although in the case of theLorenz and replicator equations the form is com-plicated. In connection with the latter equations itis possible to effect an exact transformation fromany three-dimensional Volterra system to a singlethird-order differential equation of the form (3a)and (3b) as will be discussed elsewhere. Oppositely,the transformed equations for the Rossler equationsis of simple quadratic form and those for the Chuacircuit can be expressed in terms of a preassignednonlinearity function and its derivatives. Quite gen-erally the choice of coordinate x can be any Xk,k = 1, 2, 3 of the original system coordinates ofEq. (1) or any function of these coordinates [for ex-ample x = ln(Z) for the replicator equations]. Thechoice implies the selection of a particular Poincaresection for study which can demonstrate features ofthe dynamics. For example, the transformed Lorenzequations become improper at a point which dividesthe dynamics into chaotic and inverse period dou-bling regions. The Chua circuit equations with acubic nonlinearity demonstrate a natural dynamicalprogression from Hopf bifurcation to period dou-bling cascade to double-scroll attractor. Any three-dimensional system which can exactly analyticallybe transformed to the form (3a) and (3b) could inprinciple serve as a candidate for the present anal-ysis. There are two provisos, however. First, thetransformation must be proper and not ill-definedfor coordinate regions vicinal to the period doublingbifurcation. Secondly, any conclusions are only for
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 a Poincare section defined by the choice of coordi-nate x.
 The second step of the procedure is either trun-cation or emasculation of the attractor and its re-construction in terms of the generic quadratic formin (4). This construction, being the next step afterlinearization, develops approximate solutions fromthe reference of harmonic functions. Even if thenonlinearities of the original equations are nonpoly-nomial so that an exact transformation to a third-order differential equation [Eqs. (3a) and (3b)] is notpossible one might expect that expanding aroundthe fixed point through quadratic terms would leadto the form in Eq. (4) valid in control parameterregions vicinal to a 1→ 2 bifurcation. In any eventthis quadratic approximation is compounded by thefurther approximation of the period one orbit as asimple harmonic function. As a consequence theremust be quantitative limitations in the achievableaccuracy to prediction of 1 → 2 control parame-ter points of bifurcation. The examples have in-dicated where these limits to quantitative predic-tion reside and at least in these cases the errorsare easily traceable to these approximations. Thevalidity of a simply harmonic period one functionaccording to Eq. (6), perhaps refined to include oneor more higher harmonics, and subsequent averag-ing according to Sec. 3 further restricts the classof systems which feature soft oscillation to the ex-clusion of hard relaxation oscillations. The van derPol equations which provide the two-dimensionalprototype of the latter [Jackson, 1991], are charac-terized by a cubic nonlinearity. One might expectthat for relaxation oscillations cubic terms woulddynamically dominate quadratic terms in three-dimensional systems. Within the present frame-work this implies relaxation oscillation dynamicsand bifurcations arising therefrom [Petrov et al.,1992] would require Eq. (4) be extended to includeterms cubic in [x, y, z].
 The requirements, then, for applicability of thepresent formalism to bifurcation dynamics are min-imally analyticity of coordinate transformation indynamical regions vicinal to the bifurcation eventsand to good approximation harmonic period onestructure. Beyond this, the extension of Eq. (4) toinclude cubic terms might be expected to encapsu-late not only as discussed here the scroll attractorof the Chua circuit but also relaxation oscillationswhose path to multiple periodicity and bifurcationinvoke other scenarios.
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 AppendixDerivation of Eq. (27)
 For a selected coordinate here Z the strategy is toexpress the coordinates X, Y as functions of x = Z,y = dZ/dt. From Eq. (26a),
 X2Y 2 =
 [dZ
 dt+ bεZ
 ]2
 ≡ A (A.1)
 Then differentiation of the third equation ofEq. (26a) combined with the other two equations
 results in
 d2Z
 dt2+ ε(b+ σ + 1)
 dZ
 dt+ bε2(σ + 1)Z
 = (σ − Z)X2 + Y 2 ≡ B (A.2)
 Substitution of Y 2 from Eq. (A.1) in Eq. (A.2) givesa quadratic equation in X2, so that
 X2 =B −
 √B2 + 4(x− σ)A
 2(σ − x),
 Y 2 = B − (σ − x)X2
 (A.3)
 Differentiating, finally, Eq. (A.2), with the use ofEqs. (26a),
 d2Z
 dt2= −ε(b+ σ + 1)
 dZ
 dt2+ 4(σ − Z)
 [dZ
 dt+ bεZ
 ]
 −[2εσ(σ − Z) +
 dZ
 dt
 ]X2 − 2εY 2 (A.4)
 and substituting Eq. (A.3) into Eq. (A.4) re-sults in Eq. (27) with the identification [Z, dZ/dt,d2Z/dt2] ≡ [x, y, z].
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